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:\ method is developed to obtain the character tables of nonsymmorphic space groups. The method is 
based on the possibility of obtaining all the irreducible representations of a group, if one knows all the 
irreducible representations of its invariant subgroup of index 2 or 3. It turns out that all the space groups 
have an invariant subgroup of index 2 or 3. 

INTRODUCTION 

T HERE exists a simple method to obtain the 
character tables of the irreducible representations 

of symmorphic space groups.l However, more than 150 
space groups are nonsymmorphic and it is more difficult 
to obtain the character tables of their irreducible 
representations. 

Doring and Zehler2 show in their paper how to obtain 
the character tables of a nonsymmorphic group in the 
case of a diamond. In principle, this method can be used 
also for other nonsymmorphic space groups,3,4 but in 
each case one has to construct artificially a new group, 
find its irreducible representations, and choose from 
them the suitable ones. 

In this paper we develop a general method to obtain 
the character tables of the irreducible representations 
of all nonsymmorphic space groups. 

We first give a short introduction on concepts and 
results of the theory of groups, which have not been 
used until now in applications in physics. 

Let G be a finite group and H its subgroup of index m. 
We can write 

(1) 

The elements ?h, V2, ••• , Vm-l are called representing 
elements of the group G relative to the subgroup H. If 
the subgroup H has the property that u-1Hu=H, where 

1 G. Koster, Solid State Physics 5,173 (1957). 
2 W. Doring and V. Zehler, Ann. Physik 13, 214 (1953). 
3 U. Firsof, JETP (U.S.S.R.) 32, 1350 (1957). 
'E. Kashba,Solid State (U.S.S.R.) 1, 407 (1959). 

u is any element of G, then H is called an invariant sub­
group. The cosets H, vlH, ... , Vm-IH in (1) are then ele­
ments of a new group, called factor group of G. The order 
of the factor group is equal to the index of the subgroup 
H. It is known that every subgroup of index 2 is an 
invariant one and every factor group relative to a sub­
group of index 3 is a cyclic one. In the last case we can 
write the group in the following way: 

(2) 

The element Ho is the unit element of the factor group 
and the other two elements HI and H2 are inverse to 
each other, i.e., HIH2=Ho, HI2=H2, and H22=H1. 

Let s be an element of the subgroup H (from now on 
s will always be an element of H). If H is an invariant 
subgroup, then all the elements of the class generated by 
the element s will belong to H. It can happen that the 
class of the element s in G is split in H into several 
classes, i.e., the elements u-1su, where u is any element 
of G and belongs to different classes in H. 

If H is an invariant subgroup of index 2, then either 
the class r of an element s in G is not split in H at all, 
or it is split into two classes with the same number of 
elements. The first case happens when some element of 
the class r commutes with an element which does not 
belong to H. The second case happens if no element of 
the class r commutes with an element which does not 
belong to H.5 

5 F. D. Murnaghan, Theory of Group Representations Qohns 
Hopkins Press, Baltimore, 1938), p. 168. 
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In the same way one can prove that if H is an in­
variant subgroup of index 3, the class,. of the element s 
in G either is not split at all in H, or is split into three 
classes with the same number of elements, n,/3. 

Let us now define a characteristic of a finite group G. 
Let r i be an irreducible representation of G with 
characters x/I), xP), "', x/p), and pk_a class func­
tion, i.e., P has the same values Fk for all elements of G, 
which belong to the same class k. The expression 

1 
,pj=- L: nkFkXp)* 

g Ie 

is called the simple characteristic of G, where g is the 
order of the group G and n" is the number of elements in 
class k; the sum includes all the classes of G. If the 
representation in the definition of the characteristic ,pj 
is reducible, the characteristic is termed a compound 
characteristic of G. The coefficients of anyone of the 
indeterminates (e.g., Fk) in,pj yield, when multiplied by 
g and divided by nk, the complex conjugate of the 
character of the representation r j, which is associated 
with the class k. 

In the same way we can define a simple characteristic 
ofH: 

(3) 

It is known (p. 98 of work cited in footnote 5) that if one 
identifies the indeterminates in Eq. (3), associated with 
all those classes of H, which belong to the same class of 
G, then Eq. (3) is a characteristic (in general, a com­
pound one) of G. Therefore, every irreducible repre­
sentation "I i of the subgroup H furnishes a representation 
r (in general a reducible one) of the group G. The 
character X(i) of such a representation of G, which 
corresponds to the class i, is equal to the conjugate of 
the sum of the coefficients of the indeterminates f in 
Eq. (3) associated with all those classes of H, which 
belong to the same class i of G, multiplied by g and 
divided by ni 

(4) 

The sum in (4) includes all classes of H, which belong 
to the same class i of G. The dimension of the repre­
sentation r is equal to the character X(l) which corre­
sponds to the unit element. Therefore, it is equal to the 
dimension of the "Ii by which r is furnished, multiplied 
by g/ h. If H is an invariant subgroup, then the char­
acters (4) that correspond to elements, which do not 
belong to H, are null (p. 93 of work cited in footnote 5). 

I. A METHOD TO OBTAIN ALL THE IRREDUCIBLE 
REPRESENTATIONS OF A FINITE GROUP, 

WHEN ONE KNOWS ALL THE IRR.E­
DUCmLE REPRESENTATIONS OF 

AN INVARIANT SUBGROUP 
OF INDEX 2 OR 3 

We first develop the method for the case of an 
invariant subgroup of index 2. 

Let H be a subgroup of index 2 and let ~l, ~2, •.• ~ k be 
the characters of all the irreducible representations 
"11, "12, •.• "I k of H. The simple characteristics ~l, ~2, .•. , 
~k of H furnish representations of G with characters 
[according to (4)J, 

x(r)=~ L: n/~/!)=~ L: n/~p). (6) 
hn, I nr I 

The representations of G, which are furnished by all the 
simple characteristics ~l, ~2, '" ~k of H must include 
all the irreducible representations of G. Indeed, we can­
not assume that some irreducible representation (e.g., 
r m) of G is not included in these representations because 
r m as a representation of H can be written in the 
following way: rm=L:kCk"ik, where at least one coeffi­
cient (e.g., Cl) must differ from zero. According to the 
Frobenius theorem (p. 100 of work cited in footnote 5) 
the representation of G, which is furnished by the simple 
characteristic ~l of H, must include the irreducible 
representation r m. 

When H is a subgroup of index 2, then n{ in (6) is 
equal either to n, or to nr/2, and (6) can be written 

where v is an element which does not belong to H. By 
using the definition of conjugate representation, we have 

(7) 

We can divide all the irreducible representations of 
H into two sets: a set of pairs of conjugate nonequivalent 
representations and a set of self-conjugate representa­
tions (p. 100 of work cited in footnote 5). We now con­
struct the irreducible representations of G, which are 
included in the representations of G furnished by the 
two sets of representations of H, and in such a way we 
obtain all the irreducible representations of G. 

Theorem 1. Let "I k and its conjugate ,y,. be two 
irreducible and nonequivalent representation:; of H. The 
representation rk of G, which is furnished bY'Yk (or by 
1'1e) is an irreducible representation of G. Its order is 
twice the order of "I k. 

Proof. From (7) we see that the representations 'Yk 

and 1'1e furnish the same representation of G, because the 
representation, which is conjugate to 1'k, is 'Ylc. The order 
of r" is twice the order of "I k because (g/ h) = 2. We must 
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still prove that r k is irreducible. One has 

LGlnI 2=LHI h(s)+h(s) 12 

= LHI ~k(S) 1
2+2 LH ~k(S)~k(S)* 

+ LH 1 h(s) 12= h+O+h= 2h= g, 

i.e., r k is irreducible. Therefore, every pair of conjugate 
representations of H furnishes an irreducible representa­
tion of G. 

Let us take now two different pairs of conjugate and 
nonequivalent representations of H: 'Y i, 'Y i and 'Y k, 'Y k. 

The representations r i and r k of G, which are 
furnished by them are nonequivalent because 

LG XiXk*= LH(~i+~i) (h+h)* 
=LH~ih+LH~ih*+LH~ih+LHth*=O. 

If H contains n pairs of conjugate irreducible and non­
equivalent representations, they furnish n irreducible 
nonequivalent representations of G. 

Let us now prove the following theorem: Let 'Ym be a 
self-conjugate irreducible representation of H. The 
representation of G, which is furnished by 'Ym, is re­
ducible and contains two irreducible and nonequivalent 
representations r m', r m" of G. Their order is equal to the 
order of 'Ym and their characters on H are equal to those 
of 'Ym. 

Proof: from (7) we have for the characters Xm of r m, 

(8) 
Moreover, 

LGIXmI2=LHI2~mI2=4 LHI ~mI2=4h=2g. 

Therefore, r m contains two irreducible representations 
of G, because 2 can be written only in one way as a sum 
of squares: 2=12+12. We can write rm=rm'+rm". 
Both r ",' and r m" as representations of H contain 
the representation 'Ym (according to the theorem of 
Frobenius), and therefore they have the same characters 
as 'Y m on H, because the order of r m is twice the order of 
'Y m. We must still prove that r m' and r m" are non­
equivalent. 

Let v be an element which does not belong to H. The 
element vs then does not belong to H and from 

Xm(VS) =xm' (vs)+Xm" (vs) =0 
we have 

Xm' (vs) = -Xm" (vs). (9) 

But r m' is irreducible, and therefore 

g= LG!xm'i 2= LHI Xm'(s) 1

2+ LHI Xm'(VS) 12 
=h+LHIXm'(vs) 12 

(the last sum includes the elements that do not belong 
to H). We obtain 

(10) 

By using (9) and (10) and the fact that the representa-

tions r m' and r m" have equal characters on H, we get 

LG Xm'Xm"*=LH xm'(S)xm"*(S)+LH Xm'(vs)x,,/'(vs)* 
= LHIXm'(s) 12 _ LHI Xm'(VS) 1

2=h-h=0, 

i.e., r ",' and r m" are nonequivalent. Therefore every 
self-conjugate irreducible representation of H furnishes 
two irreducible and nonequivalent representations of G. 

Let us take now two different irreducible self-conju­
gate representations,'Y1 and 'Ym of H. The representations 
rz', r/' and r m', r mil of G, which are furnished by them, 
are all nonequivalent. Indeed, every pair of representa­
tions rz', r/' and r m', rm" are nonequivalent according 
to the previous proof; the representations r ",' and r z' 
(the same holds for the other representations) are also 
nonequivalent; otherwise their characters on H would be 
equal and they would be furnished by the same repre­
sentation of H. 

Therefore, if H contains m self-conjugate irreducible 
and nonequivalent representations, they furnish 2m 
irreducible and nonequivalent representations of G. 

It is also clear that no representation of G, which is 
furnished by the m self-conjugate representations of H, 
is equivalent to any representation of G furnished by 
one of the pairs of conjugate nonequivalent representa­
tions of H. Otherwise, they would be furnished by the 
same representation of H. 

Therefore, the n pairs of conjugate nonequivalent 
representations and the m self-conjugate representations 
of H furnish n+ 2m irreducible and nonequivalent repre­
sentations of G and these are all the irreducible represen­
tations of G. 

Let us now deal with the characters of these repre­
sentations. The characters of the representations, which 
are furnished by the pairs of conjugate representations 
of H, are obtained by (7) as a sum of the characters 
associated with the same element in the two represen­
tations 'Y k and 'Y k. (It is clear that the character asso­
ciated with elements which do not belong to H are zero). 

The characters of the representations r m' and r m" of 
G on H are equal to those of 'Ym (by which they are 
furnished). The characters associated with elements 
which do not belong to H can be obtained from the 
following argument. Let v be an element which does not 
belong to H. v2 is then an element of H, say s. The 
character associated with v2= sin r m' and r mil is known. 
Let the scalar matrix A (v), the square of the character 
of which is equal to the character of s in 'Ym, be associ­
ated with the element v and the matrix A (v)A (t)-with 
the element vt of G, which does not belong to H (A (t) is 
the matrix, associated with the element t of H in the 
representation 'Ym). The two sets of matrices A (t) ; 
±A (v)A (t) in which matrices A (t) of 'Ym are associated 
with elements of H and matrices ±A(v)A(t)-with 
element vt, are two irreducible, nonequivalent repre­
sentations r' and r" of G. In fact, as the diagonal 
element of the matrix A (v) must be a root of the unit 
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(G is a finite group) we have 

I x' (vt) 12= Ix'(t) 12; I x" (t,t) 12 = Ix"(t) 12, 

and therefore 

LGlx'12= LHlx'(t) 1
2+ LHlx'(vt) 12=2h=g. (11) 

The same holds for the characters x" of r". From the 
definition of r' and r", it follows 

x'(t)=x"(t); x'(vt)= -x"(vt), 

and therefore 

LG x'x"*= LH x' (th" (t)*+ LH x'(vth"(vt)*=O. (12) 

Equations (11) and (12) show that r' and r" are irre­
ducible and nonequivalent representations. It is clear 
that r' and r" must be equivalent to r m' and r m", 
respectively, because they have the same characters on 
H and only two nonequivalent representations are 
furnished by 'Ym. Therefore, the characters of r m' and 
r m" associated with an element vt which does not belong 
to Hare 

X (vi) = ±Z~m(t) =± (~~m(v2») i. ~m(t), (13) 

where X (vt) are the characters of r m', r mil, Z is the 
element of the diagonal of the scalar matrix A (v) 
~m(t) is the character of 'Ym, and 1 the order of 'Ym. ' 

We now develop the method for the case of an 
invariant subgroup of index 3. If we define two conju­
gate representations 'Y j and 'Y;' to the representation 'Y i 
b~ means of elements v and V-I of (2), we can write in 
thIS case the expression (4) as 

(14) 

Let us prove that if 'Y j is equivalent to 'Y' then 'Y-.' is 
I 

. }, } 
a so eqUIvalent to 'Y j, and all the three representations 
are equivalent and vice versa; if 'Y j and 'Y j are non­
equivalent, then all the three representations 'Y' 'Y-' and , }) } 

'Yi are nonequivalent. Indeed, let A(s) and A (trlsv) be 
matrices of equivalent (nonequivalent) representations 
'Yi and 'Yi' If we construct conjugate representations to 
'Y j and 'Y i by means of the element v, we obtain the 
~epresentations 'Y i and 'Y;', respectively. It is clear that 
If 'Y i and 'Y i are equivalent (nonequivalent) then 'Y j and 
'Y/ will also be equivalent (nonequivalent). Now let us 
construct conjugate representations to 'Y i and 'Y i by 
means of trl. We obtain the representations 'Y.' and 'Y' 

• J " 

respectIvely. If 'Y j and 'Y i are equivalent (nonequivalent), 
'Y/ and 'Yi will also be equivalent (nonequivalent). 
~herefore, the three representations 'Y j, 'Y j, and 'Y;' are 
eIther all equivalent or all nonequivalent and we can 
divide all the irreducible representations of H into two 
sets: a set of triads of conjugate nonequivalent repre­
sentations and a set of self-conjugate representations. 
We can again prove as in the case of a subgroup of index 
2 that if H contains n triads of conjugate representa-

tions and m self-conjugate representations, they furnish 
n+3m irreducible and nonequivalent representations 
of G. 

The characters of the representations furnished by a 
tria~ of conjugate representations of H are equal, ac­
cordmg to (14), to the sum of the characters associated 
with the same element in the three representations 'Y j, 
'Y j, and 'Y;' (the characters associated with elements 
which do not belong to H are zero). For the characters of 
the representations of G, which are furnished by the 
self-conjugate representations of H, we have: 

for element of H 

for element of vH x (vt) = (l)lZ~m(t) (15) 

for element of vH X (V-It) = [(1)IZJ-I~m(t). 

Here Z=[(1/l)~m(V3)Jl and l is the order of 'Ym. The 
formulas (13) and (15) hold in the case when it is 
possible to associate with an element of G which does 
not belong to H a scalar matrix. This case is important 
in applications to space groups. 

II. CHARACTER TABLES OF NONSYMMORPHIC 
SPACE GROUPS 

Any element of a space group can be written as {a I a} 
(see p. 176 of work cited in footnote 1) where a is an 
element of a point group and a is a translation. The 
space group is a symmorphic one if it contains together 
with every element {a I a} also the elements {a I O} and 
{e I a} (e is the unit of the point group). If some element 
{ala} belongs to the space group, but the elements 
{a I O} and {e I a} do not, the space group is non­
symmorphic. 

Every space group can be represented by m cosets 
(1) relative to the subgroup of translations H. 

In a symmorphic group we are able to choose the 
representing elements 

in such a way, that they are all pure elements of a point 
group and form by themselves a group. This cannot be 
done for a nonsymmorphic group and this is the reason 
of the difficulty in obtaining the character tables of non­
symmorphic groups. 

In order to be able to use the method of the previous 
section, we have to know all the irreducible representa­
tions of an invariant subgroup of index 2 or 3 of the 
space group. The character tables of symmorphic groups 
can be obtained in a simple way and if a nonsymmorphic 
space group contains an invariant symmorphic subgroup 
of index 2 or 3, the problem is solved at once by our 
method. More than 100 nonsymmorphic groups contain 
an invariant symmorphic subgroup of index 2 and only 
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4 (Ca2,CaS,C64,C65)6 an invariant symmorphic subgroup 
of index 3. 

In order to show how to use our method for the other 
nonsymmorphic groups, let us first note that all space 
groups contain an invariant subgroup of index 2 or 3. 
This is a consequence of the fact that all point groups 
contain an invariant subgroup of index 2 or 3 (as one can 
easily verify). Indeed, if a set of point group elements 

. (18) 

of the representing elements (17) forms an invariant 
subgroup of index 2 or 3 of the point group 

(19) 

then the set F of elements, 

(20) 

is an invariant subgroup of index 2 or 3 of the whole 
group G(16). 

TABLE I. Symmetry points in the Brillouin zone and the corre­
sponding subgroups of Oh2 and P. 

l' 000 

R 
a a a 

X 0 - 0 
a 

M - - 0 
a a 

4 0 K.O 

2: K. K.O 

A K. K. K. 

T K, 
a a 

Z K:r:~ 0 
a 

S Kx: K. 
a 

2:A Kx K:z Kz 

42: K. KyO 

A - KIIKz 
a 

Representing elements 
of the subgroups of o~. 

All the elements (21) 

All the elements (21) 

E, C,zz, C.'J.1I, C421, C,Y, 
C .. a". C2zyO• C2zll0 and 
their products with P 

E, C.2.:z:, Cl211 , C,2z, C4'. 

C,IZ, CZ;1:1I0, CzillO and 
their products with P 

E, C,211, C .. II, c.la1/. PC,'Jz. 
PC.", PC,"", PCi"" 

E, C"", PC,", PCi"-

Eo CazlI'. C 32xyz, petillO, 
PCzi"ib:, PCzOiz 

Eo C,'a, C4', C,3t, PC,2z, 
PC,!lI, PC2%1I0, PCzi1l0 

E, C .. 2%, PC,2z, PC,2y 

E. ezzOt , PC,2y, PC2zoz 

E, PCz%Yo 

E,PC." 

E,PC,2z 

Representing element 
of the subgroups of T' 

All the elements (22) 

All the elements (22) 

E, {CO"I;; o}{ C.'. I 0 ;n 
{ co~l;on 

E. {C02'1;; o}{ C.2.10;n 
{C'~I;on 

E, {C"-ioi;} 
E 

E, {C""IO 0lO!. (C,'Z>' 10 0 0) 

E, {C'''lioa 
E, {C'2zl;'~o} 

E 

E 

E 

E 

6 International Tablesfor X-Ray Crystallography (Kynoch Press, 
Birmingham, England, 1952), Vol. 1, pp. 250, 278, 279; a. ibid., 
p.307. 

Therefore, we can use our method as follows. If an 
invariant subgroup ofa nonsymmorphic space group is 
also nonsymmorphic, we have first to find the character 
tables of the nonsymmorphic subgroup. This can be 
done at once if the nonsymmorphic subgroup has an 
invariant symmorphic subgroup of index 2 or 3. If not, 
we repeat this process once more and so on until we 
obtain an invariant symmorphic subgroup of index 2 
or 3. Only for a few nonsymmorphic space groups we 
must repeat this process three times. 

As an illustration to our method let us find the 
character tables of the space groups Oh2 and T4 for the 
symmetry points in k space. The group Oh2 has an 
invariant symmorphic subgroup of index 2. This is the 
group 01• Let 

be an element which contains the inversion and a 
translation by a vector 

The representing elements of Oh2 relative to the subgroup 
of translations then are all the elements of the point 
group 0 and the products of its elements with the 
element P: 

O,PO. (21) 

The representing elements of T4 relatively to the 
subgroup of translations areSa 

{E\OOO} 

{Clxl~~;} {C3XYZI~;0} {C32ZY'I;0~} 

{CiYlo~~} {CaXYZIO;~} {Ca2ZYZI~~0} (22) 

{Cizl~o;} 
where C42X is a rotation about the x axis by 11'; similarly, 
C42

y, C42z; CaXYZ, Ca2xyz-are rotations about an axis in 
the direction (111) by 1200 and 2400

; the other elements 
C a have a similar meaning. 

Let us now write Table I, which will contain the 
symmetry points in the Brillouin zone and the corre­
sponding subgroups of Oh2 and T4 (we denote the 
symmetry points as in the paper by Bouckaert, Smolu­
chowski and Wigner,7 hereafter referred to as BSW). 
The element C 2"1/0 in the Table I means a rotation about 
the direction (110) by 11'. A similar meaning is attached 
to the other elements C2• 

7 L. Bouckaert, R. Smoluchowski, and E. Wigner, Phys. Rev, 
50, 58 (1936). 
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TABLE II. Characters of the irreducible representations of the 
point group O. 

0 E 8Ca 3C,2 6Ct 6C, 

Al 1 1 1 1 1 
A2 1 1 1 -1 -1 
E 2 -1 2 0 0 
F: 3 0 -1 1 -1 
lit 3 0 -1 -1 1 

We now begin to obtain the character tables by 0,,2. 
The tables for the symmetry points 1', ~,~, A, ~A, ~, 
inside the Brillouin zone are the same as in the paper by 
BSW; one has only, for elements {al a}, to multiply the 
character of a by eika (see p. 223 of work cited in 
footnote 1). 

To the points on the surface of the Brillouin zone 
correspond groups which have invariant symmorphic 
subgroups of index 2. In order to obtain the character 
tables for them we have to write the character tables for 
the representing elements of the invariant symmorphic 
subgroup of index 2 to determine the conjugate and the 
self-conjugate representations and to construct the 
character tables of the group according to the method of 
the previous section. Let us do it for the point R. The 
representing elements of the symmorphic subgroup are 
the elements of the point group O. The characters of 0 
are given in Table Il.8 

In order to find which of the representations in 
Table II are conjugate and which self-conjugate let us 
find the connection between the characters x(a) and 
x(P-IaP) for the point R (a is an element of 0 and 

P-IEP=E; x(P-IEP)=x(E) 

P-ICaZ ll'P= {CazlIzlo 0 O}; x(P-ICaP)=X(Ca) 

p-IC.2zP= {C42ZI 0 a a} ; 

X(P-IC42p)=exp[i(~+~)a ]X(C42)=X(C42) 

P-IC2xIlOP= {C2zlIO\0 0 a}; 

X(P-IC2P)=exP(i: )X(C2) = -x(C2) 

TABLE III.· Characters of the subgroup. of Oht corresponding to 
the point R. 

R E 8Ca 3C,2 6C2 6C, P 8PC3 ~PC~ 6PCs 6PC, 

Rl 2 2 2 0 0 0 0 0 0 0 
R2 6 0 -2 0 0 0 0 0 0 0 
Ra 2 -1 2 0 0 2 -1 2 0 0 
R, 2 -1 2 0 0 -2 1 -2 0 0 

• In Tables III-X the characters for the representing element. are given. 

p-IC4rp= {C4'\ 0 a O}; 

X(1HC4P)=exp(i: )X(C4) = -X(C4). 

From the connection between the characters one sees 
that there are two pairs AI, A 2, and FI, F2 of conjugate 
representations and one self-conjugate E. We obtain, 
therefore, 4 irreducible representations for the point R: 
two representations (one of the order 2 and one of the 
order 6) furnished by the two pairs AI, A2 and F I , F2 of 
conjugate representations and two representations of 
order 2 furnished by the self-conjugate representations 
E. The characters of the first two representations are 
equal to the sum of the characters associated with the 
same element in the conjugate representations (formula 
7). The characters of the two representations (Ra, R4 in 
Table III), which are furnished by E, are equal to the 
characters of E for the elements of 0; for the elements 
Pa we obtain according to (13) : X (Pa) = ±x (a) because 
P=E (E-unit) andx(P)=l. Therefore, the character 
table for the point R is Table III. 

In a similar way we obtain the character tables for the 
other points (Tables IV-VII). 

Let us now obtain the character tables for the 
representing elements of T4. We shall write tables only 
for the symmetry points on the surface of Brillouin zone. 
The groups of the points T and Z have invariant 
symmorphic subgroups of index 2 (the group of trans­
lations) and for them we obtain the character tables as 
for the group 0,,2. For the points X and M we have to 
use our method twice and for the point R three times. 
Let us construct in detail the character table for the 
point R. The group of the point R has an invariant 
nonsymmorphic subgroup of index 3 [the first column in 
(22) with all translations]' We denote this subgroup by 

TABLE IV. Characters of the subgroup of OAt corresponding to the points X and M. 

X E C,"'C,2' C,2U C2"IIOCi~1IO C,"C,av P PClxpC.2. PC,2y PC,"IIOPC/IIO PC,uPC.31/ 
M E C,I"C,21/ C,·· C,"C,·· C2"IIOCi~1JfJ P PC.2"PC.2y PC,2z PC,'PC,·· PC2'1JfJPC2~I/O 

Ml Xl 2 0 2 0 2 0 0 0 0 0 
M2 Xt 2 0 2 0 -2 0 0 0 0 0 
Ma Xa 2 0 -2 0 0 2 0 -2 0 0 
M, X, 2 0 -2 0 0 -2 0 2 0 0 

8 L, Landau and E. Lifshitz, "Quantum mechanics" (Pergamon Press, London-Paris, 1958), p. 339 (translated), 
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H. It has a nonsymmorphic invariant subgroup of index 
2 [the two first elements of the first column in (22) with 
aU translations]. We denote it by F. The group F hasan 
invariant symmorphic subgroup of index 2 (the group of 
translations) and the characters for the representing 
elements of F are in Table VIII because 

{C42XI~~ O}2 = {Ela 0 O} 

and 

In order to obtain the character table for the repre­
senting elements of H, let us note that we can write H 
as follows: 

The representations F 1 and F 2 in Table VIII are conju­
gate because 

TABLE V. Characters of the subgroup of Ohi corresponding to 
the point T. 

Tl 2 0 2 0 0 0 
T2 2 0 -2 0 0 0 

TABLE VI. Character of the subgroup of Ol>z corresponding to the 
points Z and S. 

Z 
S 

E 
E 

2 o o o 

E 

2 

TABLE VIII. Characters of the subgroup F. 

E 

1 
1 -i 

TAlILE IX. Characters of the subgroup H. 

o o o 

TABLE X. Characters of the subgroup of T4 corresponding to 
the point R. 

R E C3"'u, C.z~u' 
(c,zz\;.;o) 

Rl 2 -1 -1 

R2 2 C~i) -exp "3 -exp(7) 

Ra 2 -exp(7) -expC:) 

and the character 

x[{ Clylo ~ ~ r{ C42xl~~o}{ C42Y \O ~ ~}] 

=exp[ia( -:+:-~) ]X{Cy2X\~~O} 

0 

0 

0 

Therefore, for the representing elements of H, we obtain 
Table IX. 

From here it is easy to find the character table for the 
point R of the group T4 if we note that 

T4=H+CaXI/"H+Ca2Z"zH. 

As (Caxll<)3=Ewe have in the expression (15) Z= 1, and 
TAlILE VII. Characters of the subgroup of 01.2 corresponding to therefore it is easy to write the character table for R 

the point A. (Table X). 

A E 

Al 

A2 

PC.2Z 

eXPG(ku+k.)a] 

exp[ -~{ku+k.)a] 

Note that we have actually obtained the character 
tables for all symmetry points on the surface of the 
Brillouin zone. In fact, Table IX corresponds to points 
X and M and Table VIII to points T and Z. 
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Some general relations for two-component spinors in general relativity are derived in an attempt to solve 
the problem of Rainich for this case. A set of algebraic equations allows us in principle to express the current 
vector in terms of the energy-momentum tensor, and thus in terms of the Einstein tensor, but we have not 
succeeded in solving these equations except in a special frame of reference. Weyl's equations are expressed 
in terms of the current vector, its derivatives, and the energy-momentum tensor. In the last chapter, the 
determination of the spinor variables themselves is studied. 

1. INTRODUCTION 

T HIS paper is concerned with a study of classical 
two-component spinors in the covariant for­

malism, and we will adhere, with some exceptions, to 
the notation of Infeld and van der Waerden1 : spinor 
indices which may assume the values one or two will be 
denoted by greek letters a, (3, "', and a dotted index 
indicates that the transformations of the spinor with 
respect to this index have to be performed with the 
conjugate complex transformation coefficient: in par­
ticular, we will assume that a spinor with dotted 
indices replaced by undotted one's and vice versa, is 
equal to the conjugate complex of the original spinor. 
The metric tensor gnm reduces in a galilean frame of 
reference to goo= 1 and gll = g22= g33= -1. 

The fundamental equations are Einstein's equation, 

(1) 

with 

T nm= i{ u"a(J(l/Ia;ml/l(J-l/Ial/l(J;m) 
+uma(J(l/Ia; nl/l(J-l/Ial/l(J; n)} (2) 

and Weyl's equations,2 

W(J=una~a;n=O (3) 

(3') 

where una(J are the generalized Pauli matrices. They are 
hermitean, i.e., u"a(J is the conjugate complex of un~a, 
and satisfy 

as well as 
(5) 

Here, 'Ya(J is the alternating spinor3 

(6) 

* Supported in part by the Aeronautical Research Laboratory 
of the U. S. Air Force. 

1 L. Infeld and B. L. van der Waerden, Preuss. Akad. Wiss. 
(1933), p. 380. 

Z H. Weyl, Z. Physik 56, 330 (1929); see also W. Pauli, Encyclo­
pedia of Physics (Springer Verlag, Berlin, 1958), Vol. V /1, p. 149. 

3 Not a spinor density. We will not use Infeld and van der 
Waerden's alternative approach. 

'Ya(J is defined by 
(7) 

and similarly for the dotted alternating spinor 'Yap, The 
two Kronecker spinors oa(J and {jlt~ are both equal to 
unity if their indices are equal, and otherwise they 
vanish. The alternating spinors are used to lower and 
raise spinor indices according to the convention 

(8) 

where the second equation is, of course, a consequence 
of the first, and the order of the indices has to be kept 
in mind. 

The covariant differentiation indicated by a semi­
colon in Eqs. (2) and (3) will be specified later. We only 
mention that covariant derivation of any tensor shall 
be understood here as being formed with the ordinary 
Christoffel brackets. These quantities are also used to 
form the Einstein tensor in Eq. (1). 

The specific form of the left hand side of the Einstein 
equations, however, will not concern us greatly in this 
work. Most of our studies will hold also in the presence 
of other physical systems, which possess energy and 
momentum, provided these systems do not interact 
with our spinor field. We could use instead of Eq. (1), 

(9) 

and add to Eq. (3) other field equations which control 
the variables on which 8nm may depend, but a de­
pendence of 8nm on I/Ia or I/Ia is specifically excluded in 
the following considerations. 

2. OUTLINE OF THE PROBLEM 

The recent progress in the theory of elementary 
particles has established the usefulness of the two­
component theory for the description of neutrinos. 
Stimulated by this progress, Brill and Wheeler4 carried 
out a theoretical study of the two-component neutrinos 
in the gravitational field. The present paper has little 
bearing on these physical problems. The purpose of 
this work is to carry out the Rainich procedure for 

4 D. R. Brill and J. A. Wheeler, Revs. Modern Phys. 29, 465 
(1957); see also P. G. Bergmann, Phys. Rev. 107,624 (1957). 

172 



                                                                                                                                    

PROBLEM OF RAINICH FOR TWO-COMPONENT SPINORS 173 

the simplest spinor field. 5 We formulate our program 
as follows: to find the necessary and sufficient conditions 
for the Einstein tensor6 to be equal to the energy­
momentum tensor of a two-component neutrino field 
in an arbitrary space-time domain. By assuming we 
know the Einstein tensor, we can then decide at once 
whether its nonvanishing is caused by the presence of 
neutrinos. More ambitiously, we can try to find an 
explicit representation of the spinor field in terms of 
"geometrical" quantities, like the metric tensor and the 
Einstein tensor. The Weyl equations will then appear 
as differential equations in terms of the geometrical 
quantities and the spinor would appear superfluous. 
Such a program is obviously subject to some limitations; 
for example, a constant phase factor of 1/Ia remains 
arbitrary both in Einstein's and Weyl's equations, and 
cannot possibly be determined. Also, the phrase 
"geometrical" quantities needs further clarification. We 
cannot hope to represent the spinor 1/Ia in terms of 
tensors and must expect the appearance of u nafJ and 
of 'YafJ and other derived spinors. Regardless of how 
geometrical these quantities may appear from a mathe­
matical viewpoint, they certainly lack any geometrical 
significance in terms of rods and clocks. In particular, 
we hope to determine the spinor only up to an arbitrary 
spinor transformation, and the latter is less physical 
than a coordinate transformation. These spinor trans­
formations still do not exhaust the arbitrariness. The 
generalized Pauli matrices are fixed by Eqs. (4) and 
(5) only up to a sign, and the transitions from the one 
to the other are not equivalent to a spinor trans­
formation. Or, we can say that there is no spinor 
transformation which compensates the changes in the 
u's due to a reflection of anyone coordinate. 

If we ignore these unavoidable ambiguities for the 
moment, the solution of our problem would give the 
unification of neutrino fields and the gravitational field 
in the same sense as Rainich's unification of electro­
magnetism and gravitation. The main point in favor 
of these unified theories is their conservative feature. 
Even if the unification does not lead to an altogether 
new picture of the universe, at least a classical theory 
has been looked upon from a different angle, and this 
may deepen the understanding of an old picture. 

There is one other aspect worth mentioning. We 
cannot easily insulate space-time domains against 
neutrinos, and the energy-momentum contributions 
resulting from neutrinos are to a certain extent un­
avoidable and uncontrollable. One might eventually 
have use for a "phenomenological" Einstein theory, in 
which only controllable energy and momentum enter; 

5 The Rainich procedure was originally developed for the 
electromagnetic field coupled to the gravitational field: G. Y. 
Rainich, Trans. Am. Math. Soc. 27, 106 (1925); G. W. Misner 
and J. A. Wheeler, Ann. Physik 2,525 (1957); L. Witten, Phys. 
Rev. 115, 206 (1959); see also D. Sharp, Phys. Rev. Letters 3, 
108 (1959). 

6 Or rather the sum of the Einstein tensor and a possible addi­
tional tensor IJ nm as explained in connection with Eq. (9). 

in other words, a suitable average of the Einstein theory 
over unknown contributions, as for instance, neutrinos. 

3. CURRENT_VECTOR 

To avoid the ambiguities as far as possible, it appears 
advantageous to study the tensors associated with the 
spinors. One is led immediately to consider the current 
vector 

(10) 
with the property 

(11) 

By choosing the Pauli matrices in a local galilean frame 
of reference, we can see that this vector determines 1/Ia 
up to a phase factor at the point under consideration. 
We now introduce a geodesic frame. The 16 ordinary 
differential quotients In,m are not independent and do 
not determine 1/Ia,m' In fact, four more quantities are 
needed to fix the components of the gradient of the 
phase factor. These four quantities can be obtained 
from the energy-momentum tensor (as a rule, the 
diagonal elements will suffice) which is supposed to be 
known, since it is equal to a geometrical quantity. We 
conclude that In and In,m suffice to determine 1/Ia and 
1/Ia,m at a fixed point up to a phase constant. 

Since the differential quotients 1/Ia,m are restricted by 
Weyl's equations,7 we expect more differential con­
ditions on In,m and possibly the energy-momentum 
tensor. 

Somewhat surprisingly, it is possible to derive co­
variant algebraic relations for In, which hold inde­
pendently of Weyl's equations and involve, besides In, 
only the geometrical quantities gnm, R nm, and R"m;p.8 
They allow us in principle to calculate In everywhere, 
and thus to calculate their derivatives, although we 
have not succeeded in doing this explicitly. They 
certainly imply some limitations on the Einstein tensor, 
but, again, we have been unable to formulate them 
covariantly. We defer the problem of how to calculate 
the spinors from these relations, and give now their 
derivations. 

We state first a representation of the alternating 
tensor density enmpq in terms of the u 

The proof of this representation is straightforward in 
a particular frame of reference. We introduce the tensor 

whose symmetric part is essentially the tensor T nm 

(14) 

7 These restrictions on the >It a, m are still not sufficient to express 
>lta.m in terms of J",m without also using some components of the 
energy-momentum tensor. 

8 O. Bergmann and L. Witten, Bull. Am. Phys. Soc. 3, 368 
(1958). 
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and derive 

fnmpqU qrJ p=i( - g)t(Jm In;r-JnJm;r). 

The next step is the derivation of 

TnJnJm=o 

(15) 

(16) 

By inserting into Eq. (20) and expressing Unm by 
Tnm, we get finally 

(24) 

from Eq. (2), and this is quite elementary. For further where the trace of the energy-momentum tensor 

reference we note here also T=P. (25) 

T nm; plnJmJP= 0, (17) 

but we will not derive this equation now. Obviously, 
Eqs. (11), (16), and (17) do not suffice to determine J". 

Since Eq. (16) holds identically, we may differentiate 
it 

JnJmTnm;q=-2Jn;qJmTnm (18) 

and we multiply this equation with JrT prfPq.tJ., and 
replace J";qJ. by 

In;qJ.=J.;qJn-i( _g)-ifnvw.Uw qfv (19) 

because of Eq. (15). The first term of the right-hand 
side in Eq. (19) will not contribute in Eq. (18) because 
of Eq. (16) and we get 

fPq.tJ ,JTT pJnJmT nm; q 
= 2i( - g)-iJTT pJmT nmEpq8tenVW.UWqJv' (20) 

We use now the well-known expansion formula for the 
product of the E densities, and omit at once terms 
containing gPv. The right-hand side of Eq. (20) reduces 
even more if we use also 

and thus 
iUnmJm=TnmJm. 

(21) 

(22) 

Consequently, we obtain for the right-hand side of 
Eq. (20) 

Since s was determined by Eqs. (28) and (29), we know 
]3 and thus JO from Eq. (26). We reached a physical 
solution in a unique way, and we conclude that any 
other solution of Eq. (24) must give complex values for 
JO and]3. 

If u"a{3 is known, we can find 1/;", from Eq. (10) up 
to an arbitrary phase function. But not any u"",{3 which 
satisfies Eqs. (4) and (5) will be acceptable. If, for 
instance, JO<O, we cannot have for (jM{3 the unit matrix, 
because with this choice JO is necessarily positive or 
zero. We will have to choose for (jM{3 the negative unit 
matrix and, in general, (jM{3 may well change sig~ by 
going from one point of space-time to another point. 

We note finally that Eq. (24) is invariant with respect 

vanishes because of Weyl's equations. We may replace 
the energy-momentum tensor by the Einstein tensor­
assuming that no other physical systems are present 
-and obtain relations between In and geometrical 
quantities. 

We have not succeeded in solving for In explicitly, 
but the following considerations clarify the contents of 
Eq. (24) sufficiently. First we notice that Eqs. (11), 
(16), and (17) are actually contained in Eq. (24) and 
that there is only one further equation, Eq. (24), of 
interest. Whereas Eqs. (11), (16), and (17) are homo­
geneous in In and can give only the ratios of three 
components to one particular one, the remaining 
equation, Eq. (24), should give us the absolute values 
of In. We evaluate In in a special geodesic frame with 
]1=]2=0, and consequently 

JO=s]3 
with 

s=±1. 

We get from Eqs. (11), (16), and (17) 

(26) 

(27) 

Too+2sTo3+T33=0, (28) 

sToo;o+2To3;O+sT33;O+Too;3+2sTo3;3+T33;3=0. (29) 

For the Einstein tensor to be equal to the energy­
momentum tensor of a two-component spinor field, it 
must be possible to satisfy Eqs. (28) and (29) with 
Eq. (27) after a suitable rotation of the spacial axis of 
the coordinates. The last Eq. (24) is 

(30) 

to the substitution 

Tnm*=Tnm-(JnBm+JmBn), (31) 

where Bn is an arbitrary vector field. One obtains the 
same In for T nm * as for T nm. 

4. WEYL EQUATIONS 

The equations of the previous section hold inde­
pendently of the field equations for the spinor field. 
We have mentioned already that 

T=O (32) 

is equivalent to one of these Weyl equations, and it is 
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easy to see that the conservation law, which follows 
from Eqs. (10) and (3), 

(33) 

is equivalent to another Weyl equation. If we had 
succeeded in solving Eq. (24) explicitly, we could have 
expressed Eq. (33) in terms of T nm, or the Einstein 
tensor alone. 

The last two equations do not exhaust the contents 
of Weyl's equations. The latter determine the time­
development of the four quantities >/la, once they are 
known on a spacelike hypersurface. It yvould be 
desirable to have Weyl's equations expressed in terms 
of the current vector because such relations would 
supplement the algebraic equations (24), and would 
bring us nearer to the formulation of the necessary and 
sufficient conditions on T nm. Although we have not 
been able to use the tensor formulation of Weyl's 
equations for this purpose, we will derive them here 
for the sake of completeness. 

We use Eq. (12) to form EnmPqJp;q and make use of 
the anticommutation relation (4) and the definition 
(13) to obtain 

EnmPqJp;q=i( -g)!(U "m- Umn) 
-ii( - g)t(unaIlUma.-umalluna.)W·>/I1l 

+i!( - g)t(UnA·Um".-UmA·Un".)Wa,y", (34) 

where W'" and W" are supposed to vanish because of 
Weyl's equations. If >/12=0, ]3>0 and 1°>0, assuming 
that ~all is the usual z component of the Pauli matrices 
and uOall is the unit matrix. In such a frame only four 
of the six Eqs. (34) remain independent, and these 
allow us to calculate Wa and W" since the determinant 
is essentially (>/11)2 (>/Ii)2, and thus its vanishing would 
give a trivial state with no neutrinos present at all. We 
conclude then that the Eqs. (34) with Wa= Wa=O are 
equivalent to Weyl's equations 

EnmPqJ p;q=i( - g)t(U nm- U mn). (35) 

It remains to eliminate the tensor U nm in terms of T nm 
and In. To this purpose, we form. 

5. AFFINE SPIN CONNECTION 

In this section we will examine the question of the 
determination of the spinor field by the current vector 
and afterwards, in the appendix, sketch the derivation 
of the conservation law for energy and momentum. 

So far, covariant differentiation of spinors was not 
specifically defined and Infeld and van der Waerden's 
definition could have served as well as some other 
convention. We will now assume9 

"101,11;,,=0, (39) 

which results in a spinor analysis slightly different from 
Infeld and van de~ Waerden's, but is more convenient 
from our point of view. The definition of covariant 
differentiation is, of course, the standard one; for 
instance, 

Aa/l;,,=Aall, .. +rap,.AA/l-r'/lnAdc., (40) 

and we assume also 
(41} 

By writing (41) in full, multiplying it with Un.A'Y/lp., and 
subtracting an equivalent expression with X and J.t 
exchanged, we get, with the help of (39), 

r dc
• m= -Hu"a/l.m+{p"m}Upa/l)u"'/l 

-Ha.'YAI"nll.m. (42) 

We examine a special spinor transformation, 

'Yat/ ="Ia/l exp(Up), (43) 

where If> is a real scalar function of the coordinates. 
Because of (7) 

"101,11' ="I",/l exp( -Up), 

and, by definition, 

"1,,/ ="I,,~ exp( -Up). 

(44) 

(45) 

The U spinor-tensor is obviously invariant with respect 
to such phase transformations,1° but the affine con­
nection transforms according to 

(46) 

(36) and the spinor >/Ia according to 

and add expression (36) with n and s exchanged, and 
once again expression (36) with m and s exchanged 

I p( Enmpq1 q;.+E.mpq1 q;n+En.pq1 q;m) 
=i( - g)t(U nm- U m,,)1.+ (- g)! 

X (1mT".-1"Tm.). (37) 

Insertion into (34) gives the desired, though not very 
simple, relation. Of special interest is the equation 
~quivalent to (32): 

EnmPqJ p;q1m- (- g)!T "m1m= -i( - g)iT 1,,=0. (38) 

>/la' =>/Ia exp( -tUp)· (47) 

Covariant differentiation of a spinor was defined so as 
to make >/I";,, a spinor-tensor of the indicated rank and 
a phase transformation implies, therefore, 

>/I,,;,,' =>/1";,, exp( -iUp). (48) 

9 W. L. Bade and H. Jehle, Revs. Modem Phys. 25,714 (1953). 
10 A more general formalism with a recommendable distinction 

between phase. and gauge invariance has been given by H. A. 
Buchdahl, Quart. J. Math. (Oxford) 9, 109 (1958), but the above 
formulation is quite sufficient for our purpose and the phrase 
"phase transformation" will be used only in the restricted sense. 
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We assume now that qnap and g nm are given, and 
that some 'Yafj, which satisfies Eqs. (4) and (5), is also 
known. Any other 'Yal connected with 'Yafj by (43) 
could be used as well, but we will fix our attention at 
one arbitrarily choosen 'Yafj and calculate the corre­
sponding affine spin connection rafjn from (42). The 
tensor formulation of the theory allows us to calculate 
the spinor field everywhere up to an arbitrary space­
time dependent phase factor. Although we also know 
the ordinary differential quotients of the spinor vari­
ables, we do not know yet the covariant differential 
quotients, because the chosen 'Yafj and the calculated 
>/ta* may not be-and will not be except by a peculiar 
coincidence-in the same phase frame. We still have to 
find the >/ta, which belongs to the same phase frame as 
the choosen 'Yafj, 

(49) 
and 

where the semicolon stands here, as before, for the 
covariant differentiation (40) formed with the ra~n 
from the chosen 'Yafj. We see that expression (2) calcu­
lated for the >/ta* will not be equal to the given tensor 
T nm' In fact, 

Tnm= Tnm*+ (In'{),m+Jm'{),n), (51) 

where Tnm* is expression (2) formed with >/ta* and >/ta;n*, 
The appearance of the unknown phase function has 

been anticipated at the beginning of the third section. 
We stated there that the In,m in a geodesic frame does 
not determine >/ta,n, but that the still unknown gradient 
of the phase function at the point of reference can be 
found from four components of the energy-momentum 
tensor. With the help of the current vector, we have 
found >/ta,n*, but this is not yet the final result and we 
again have to use the given energy-momentum tensor 
in Eq. (51) to complete the solution. 

Another way of explaining the same difficulty is by 
recalling that the specific form of the covariant dif­
ferential quotients was irrelevant for our considerations 
in Secs, 3 and 4, and we could have implied all the time 
the more general formula, 

>/ta;n=>/ta,n-rP"n>/tp-!iBn>/ta (52) 

with Bn an arbitrary vector fieldY The current vector 
gives no information about En and some >/ta*, which 
satisfies Eq. (10), need not give T nm when inserted in 
the expression (2). An equation just like (51) will have 
to be solved to determine Bn. 

11 See Buchdahl, footnote 10. The wave equation D1f',,=O in a 
geodesic frame is obtained only if B" is the gradient of a scalar. 
The expression (42) for r"~" may still hold because it rests on 
Eqs. (39) and (40), if the semicolon stands there for covariant 
differentiation without the B" term. Besides phase transformations 
as spinor transformations we could envisage phase transformations 
performed only on B,,'=Bn+<p, nand 1f'a'=1f'a exp( -!i<p), but not 
.on 'Ya~' 

The invariance property (31) is not true for (35) 
with (37). This explains why we do not need to solve 
additionally to (51) the set of equations, 

Wa= (wa*-tiqn~">/tp*'{),n) exp(-!iq;) =0, (53) 

although the >/ta* will not satisfy Weyl's equations. 
But Eq. (35) is a consequence of W"=O rather than of 
W"*=O, and already takes into account the vanishing 
of the bracket in Eq. (53). Moreover, Eqs. (35) and 
(37) should be viewed as relations between T nm and its 
derivatives, which could be written down if only we 
knew the algebraic solutions In of Eq. (24).12 

Our task would he to show the uniqueness of the 
solution q; of (51) up to an arbitrary constant, and 
exhibit the integrability conditions. This can be carried 
out only to a rather limited extent as long as we do not 
know In as function of T nm and, more important, T nm * 
as a function of In, and thus of T nm. The implication of 
(51) that the matrix Tnm-Tnm* can have at most the 
rank two is, of course, already contained in our state­
ment that >/ta*, which was obtained from J", can differ 
from the correct >/ta at most in the phase factor. The 
easily derived consequence of (51), 

(Tnm- T nm*)J"'= -tT* J n, (54) 

where T* is the trace of T nm *, is also contained in a 
previous statement; the first part of Eq. (38) will hold 
also for Tnm* and T*, and In and In;m are the same, 
whether formed with >/ta or with >/ta * 

EnmPq P; qJm= (- g)!(T nm *- t T*gnm)Jm. (55) 

By subtracting Eq. (38), we regain (54) without having 
used (51). 

6. CONCLUSIONS 

The studies presented in this paper may be divided 
into three parts. The first part, which culminates in 
the four algebraic equations (24) for the current vector, 
is of interest even apart from Rainich's problem. We 
have shown the contents of these equations by intro­
ducing a special coordinate frame in terms of the current 
vector. Although the results of this procedure are 
conclusive, it would be desirable, and it is essential for 
the Rainich formulation of the theory, to solve these 
equations in a covariant form and this may well be 
possible with the help of more sophisticated methods. 
The second part of the paper was devoted to a study of 
Weyl's equations expressed in the current vector. 
Although we have found such expressions, some of them 
are obviously redundant. The final form (35) with (37) 
contains 24 equations of which only 4 can be relevant. 
It would be desirable to find a more economical way 
of writing Weyl's equations in tensor form, without 

12 It would seem possible to replace Eq. (51) by Eq. (53) to find 
the correct phase, but we have not analyzed the steps to justify 
this attitude . 
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introducing new variables since the main point in favor 
of our method consists in operating with physically 
meaningful tensors and this feature is worth preserving. 
The third part of the paper deals with the calculation 
of the spinors themselves. Apart from a mathematical 
incompleteness of our studies, the attitude of taking 
una(J as a given quantity, subject to the Eqs. (4) and 
(S), is unsatisfactory because the original choice may 
turn out to be unacceptable. Since una(J cannot be 
measured, one ought to show how to derive it. The 
connection between spin-curvature tensor and Riemann 
tensor would be important for this problem. 

The necessary and sufficient conditions for T nm 
which we were unable to write down would provide us 
also with the answer to our question for a phenomeno­
logical Einstein theory in which neither the spinor field 
nor the derived tensors like the current vector enter. 
We would substitute for T nm the expression on the 
left-hand side of Eq. (9) and so obtain the required 
relations. Of course T nm = 0 will be one trivial solution 
corresponding to the usual Einstein equations in the 
absence of a neutrino field. But the general equations 
are, in any case, too complicated to be of any use. 
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APPENDIX 

We recall here the derivation of 

Tnm;n=O (A.1) 

corresponding to the contracted Bianchi identity of the 

Einstein tensor. With (2) we obtain for (A.1), 

u naS (y; a; mnY;(J-Y; aY;(J; mn) 

+umaS(y;pOY;a-Y;aOY;(J) =0, (A.2) 

where 0 stands for the covariant d'Alembert operator. 
By definition, 

Y;/!;mn=Y;{J; nm+ P"'{Jmn, 

where P"'{Jmn is the curvature spinor, 

(A.3) 

P"'{Jmn= -ra{Jm.n+ra{Jn.m+rl'{Jllra~m-rl'{Jmral'n. (A.4) 

We find 

una(J;pq_UnaP; qp= umafJRnmqp+un;lfJpap.qp 

+una'pfJ.qp=O (A.S) 
and 

since paaqp=O. Insertion into the first term of (A.2) 
leads, after some manipulations and use of (12), to 

(A.7) 

and this vanishes because of the cyclic symmetry of 
the Riemann tensor. To show that the second bracket 
in (A.2) vanishes, we derive the iterated Weyl equa­
tions. Applying umaJJjaxm on (3) and again using (A.3) 
and (A.S) 

Repeated application of the anticommutation relation 
gives 

and thus 
Oy;.+tRY;.=O, 

which completes the proof of (A.1). 

(A.9) 

(A. to) 
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This paper is a mathematical examination of the linearized small 
disturbances in the steady distribution fo(q) of the velocities q of 
the electrons in an electrostatic, collisionless plasma with motion­
less protons. It is assumed that go(u)=fffo(u,'V,w)dvdw has an 
integrable derivative with respect to u for all axis orientations. An 
existence and uniqueness theorem for the initial value problem is 
given, and it is shown that no disturbance can grow faster than 
expw"t, where Wp is the electron plasma frequency. Consequently, 
one can base a stability theory on Laplace transforms with respect 
to time, as Landau has done. The limits of validity of Landau's 
stability criterion are explored: that go (u) is stable if there are no 
wave numbers k for which £(s) =k2wp--2-f_'!. go'(u) (u-s)-ldu has 
zeros in the upper complex s half-plane. To ensure instability, the 
zeros must have positive imaginary parts or a multiplicity of 2 or 
greater. To insure stability, the initial disturbance must be not 
only integrable, but square integrable with respect to u. The 
Maxwell distribution is unstable to certain integrable disturbances. 
All isotropic, three-dimensional distributions fo(q) =h(q2) for 

I. INTRODUCTION 

T HE present paper is devoted to a mathematical 
examination of two schemes, Landau's' and Van 

Kampen's,2 which have been proposed for finding the 
time dependence of the electrons' Boltzmann distribu­
tion function in a nearly neutral, nearly steady, nearly 
homogeneous plasma of infinite extent in which the 
effects of short-range collisions, magnetic fields, and the 
motions of the protons are neglected. With these ap­
proximations, the electrons' motion is entirely deter­
mined by the average electrostatic field they set up, and 
their Boltzmann equation is linearized. The mathe­
matical problem is then to determine from its initial 
form the time dependence of the small perturbation in 
the electrons' Boltzmann distribution function, given 
the form of the steady, homogeneous, neutral electron 
distribution which is being perturbed. Since collisions 
are neglected, this steady distribution can have any 
velocity dependence as long as it is independent of posi­
tion and provides enough electrons for electrical neu­
trality when combined with the background of motion­
less protons. 

Van Kampen's approach to the linearized problem 
consists in finding the normal modes of the linearized 
Boltzmann equation (those solutions whose time de­
pendence is sinusoidal) and writing the initial perturba­
tion as a superposition of normal modes. Van Kampen 
never explicitly restricts himself to stable plasmas, and 
yet his results are false for unstable ones. We will show 
where he has limited his theory to stable plasmas and 

* Part of the work described in this paper was supported by the 
U. S. Atomic Energy Commission while the author was at Project 
Matterhorn, Princeton, New Jersey. 

1 L. Landau, J. Phys. (U.S.S.R.) 10, 25 (1946). 
2 N. G. Van Kampen, Physica 21,949 (1955). 

which xih(x) is absolutely continuous and square integrable, and 
h (x) + 2xh' (x) is bounded, are stable to integrable, square integrable 
disturbances. This explains Van Kampen's ability to solve the 
initial value problem by superposing normal modes (solutions with 
complex, exponential time dependence) with real fr.equencies; he 
implicitly introduced stability by considering only isotropic dis­
tributions fo(q). His method is extended to unstable fo as a 
technique independent of Landau's for solving the initial value 
problem. If 10 is unstable, the normal modes are not complete, and 
a normal mode analysis can lead to erroneous positive conclusions 
about stability. Finally, the linear theory predicts that in stable 
plasmas the neglected term will grow linearly with time at a rate 
proportional to the initial disturbance amplitude, destroying the 
validity of the linear theory, and vitiating positive conclusions 
about stability based on it. In a thermonuclear plasma with 
T=108 OK and N=1016 electrons/em', a disturbance of wave­
length 1 cm and initial amplitude 1 v can no longer be treated by 
the linear theory after 220 J.lsec. 

how to modify it so as to apply to unstable ones. It turns 
out that for an unstable plasma, the real and complex 
exponentially time-dependent solutions do not always 
form a complete set, and as a result all the disturbances 
with such time dependence may be bounded while other 
disturbances grow with time. 

Because of this situation, Landau's Laplace trans­
formation of the linearized Boltzmann equation with 
respect to time seems the simpler way to approach the 
problem, and we will follow Landau in most of the 
present paper. We propose to study four questions be­
sides Van Kampen's normal mode approach. 

First, in Secs. III and IV we prove an existence and 
uniqueness theorem for the linearized initial value 
problem. This is necessary because a priori that problem 
might have solutions which grow too rapidly to have 
Laplace transforms in time; such pathological solutions 
would be missed in a stability analysis based on Laplace 
transforms. We succeed in proving that all disturbances 
grow at rates slower than the plasma frequency, and 
hence do have Laplace transforms. 

Second, in Sec. V we examine in detail Landau's 
criterion for the stability of a neutral plasma. It turns 
out that the results depend heavily on the smoothness 
of the initial disturbances which are allowed. 

Third, in Sec. VI we apply Landau's criterion to 
several examples. In particular, we show that any 
isotropic, steady, homogeneous electron velocity distri­
bution is stable. Van Kampen's restriction of his dis­
cussion to such distributions means that his arguments 
must be reconsidered for unstable distributions. This 
reconsideration occupies Sec. VII. 

Fourth, in Sec. VIII we show that the neglected 
nonlinear terms in the Boltzmann equation grow linearly 
with time at a rate proportional to their initial ampli-

178 
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tude. In a typical thermonuclear plasma, an initial 
disturbance which produces a potential of 1 v will have 
changed in such a way as to vitiate the linear theory in a 
time of the order of msec. 

The problem under discussion is physically simple and 
mathematically intricate, but not difficult in principle. 
The justification for treating it in the present detail is 
that it is the simplest example of a large class of plasma 
problems in which collisions are neglected and the 
Boltzmann equation is linearized. In the present in­
stance, the mathematical consequences of these ap­
proximations can be discussed in detail. 

II. BASIC EQUATIONS 

Let the number N of positive ions per unit volume be 
independent of time and position. Let N f(r,q,t) be the 
number of electrons per unit volume of velocity space 
and per unit volume of real space which have position r 
and velocity q at time t. Assume that f(r,q,t) = fo(q) 
+ h(r,q,t), where h«fo and fo(q)2:0, and, to ensure 
electrical neutrality of the undisturbed plasma, 

f fo (q)dq= 1. (1) 

In neglecting short-range collisions and magnetic 
fields, the Boltzmann equation for f is 

af af e af 
-+q·---E·-=O, (2) 
at ar m aq 

where e and m are the electronic charge and mass, and 
the electrostatic field E is given exactly by 

E(r,t)= -eNf r-r' dr'jh(r',q',t)dq'. 
I r-r'ja 

(3) 

If products of terms of the order of h are neglected, (2) 
becomes 

ah ah e afo 
-+q·---E·-=O. (4) 
at ar m aq 

Now let h(k,g,t) be the Fourier transform of h(r,q,t) 
with respect to r 

h(k,q,t)= f h(r,q,t)e-ik.rdr. 

The problem is to find h(k,q,t) given h(k,q,O). Since 
conservation of total charge in all space implies that h 
vanishes at all times for k=O, and hence is known, it 
will be assumed henceforth that k;eO. 

If the Fourier transform of E is eliminated from the 
Fourier transforms of Eqs. (3) and (4), a single equation 
for h is obtained: 

(
1 a) Wp2( afO)f -;--+k'q h(k,q,t)=- k·- h(k,q',t)dq'. (5) 
z at k2 dq 

Here Wp= (47re2N /m)! is the electron plasma frequency. 
Now fix k and choose the x axis parallel to k. Let 

u, v, w be the x, y, z components of q. Then Eq. (5) 
becomes 

(~ ~+u)h (u,v,w,t) 
ik at 

dfof =Vp2- h(u',v',w',t)du'dv'du/, 
dU 

(6) 

where vp=wp/k and the dependence of it on k is no 
longer explicitly shown. If the integral on the right were 
a known function of time, (6) would immediately give 
h(u,v,w,t) in terms of h(u,v,w,O). Therefore, to solve 
(6), it is sufficient to find 

gl(U,t) = f h(u,v,w,t)dvdw (7) 

as a function of u and t (and k). For this purpose, 
integrate (6) with respect to v and w. The result is 

(8) 

where 

go(u)= J jo(u,v,w)dudw. 

It is the purpose of the present paper to discuss in 
detail the initial value problem for Eq. (8). That equa­
tion is formally equivalent to (3) and (4), but the author 
has not examined whether there are solutions of (3) and 
(4), which do not have Fourier transforms with respect 
to r, and yet are in some sense physically meaningful. 
Therefore the discussion is applicable only to solutions 
of (3) and (4) which can be Fourier transformed. 
This class of solutions includes all those for which 
ff I h(r,g,t) I drdg is finite. 

It should be pointed out that Eq. (8) is applicable 
also to small disturbances in a homogeneous, collisionless 
plasma containing a uniform, externally imposed mag­
netic field, if the disturbance h involves only motions 
parallel to the magnetic field and the undisturbed state 
jo(q) is symmetric under rotations about the direction 
of that field. 

III. UNIQUENESS THEOREM AND A BOUND 
ON THE GROWTH RATE 

If we follow Landau,! we shall deduce most of the 
properties of the solution gl(U,t) of (8) by examining its 
Laplace transform with respect to time. But if (8) has 
solutions which grow too rapidly to have Laplace 
transforms, then no results deduced from the existence 
of a Laplace transform will apply to these exceptional 
solutions. In particular, a stability criterion for go(u) 
based on Laplace transform techniques may predict that 
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go(u) is stable simply because all perturbations gl, which 
grow at all, grow too rapidly to have Laplace transforms. 

It might be felt that (8), being linear, would have no 
solutions without Laplace transforms. As a counter ex­
ample, (T-t)-i exp(X'/T-t) is a solution of the linear 
equation 4 (aj/at) + (a2j/ax2) =0, if - 00 <x< 00 and 
O~t<T. 

To remove this difficulty, we show that any solution 
gl (u,t) of (8) in an interval O~ t< T is uniquely de­
termined by its initial form gl(U,O); then,in the following 
section, we show that for any gl(U,O), (8) does have a 
solution gl(U,t) in O~t< 00 which takes the given initial 
form and which has a Laplace transform with respect to 
time. Thus every solution of (8) on a finite interval 
O~t<T agrees with a solution on O~t< 00 which has a 
Laplace transform. 

We assume throughout the present paper that Igo'(u) I 
is integrable on - 00 < u< 00. With slight modifications 
of statement, the results of the paper remain true if this 
condition is replaced by the weaker one that go(u) be of 
bounded variation on - 00 < u< co, but we do not pro­
pose to discuss these modifications. 

We also assume that if a solution gl(U,t) of (8) is to be 
physically realizable during an interval o~ t< T, then 
the integral 

(10) 

for the charge density at the given wave number k must 
be independent of the order in which the electrons are 
counted, so that 

A (I) = J'" I gl(U,t) Idu< 00, (11) 
-00 

if o~ t< T. We contemplate the possibility a priori that 
A (t) or Q(t) ~ co as t ~ T, but we do not consider a 
solution of (8) to be physically realizable, or even 
mathematically meaningful, unless there is some interval 
o~ t< T in which Q(t) is finite, so that 

(12) 

if O~t<T. In the rest of this paper, no function gl(U,t) 
will be considered to be a "solution" of (8), unless there 
is some finite interval o~ t< T in which it satisfies (11) 
and (12). 

Equation (8) would seem to force us to demand also 
that iJgJiJt exist, but this demand can be avoided if we 
replace (8) by the equivalent integral equation: 

gl (u,t) = gl(u,O)e-ikut+ikvp2go' (u) 

I 

X i Q(T)eiku(T-t)dT. (13) 
o 

From (11), (12), and (13) we now propose to show 

that if O~t<T then 

IQ(t) I ~A (0) coshwpt; (14) 

and that at every u for which gl(U,O) and go'(u) are 
defined, and hence at almost every u, 

I gl (u,t) I ~ I gl (u,O) I + A (O)vp I go' (u) I sinhwpt. (15) 

To prove (14), we integrate (13) with respect to u, and 
use Fubini's theorem to justify the inversion of the 
order of integration in the double integral on the right. 
After an integration by parts with respect to u and to t, 
the result is 

Q(/)= foo gl(u,O)e-ikutdu 
-00 

Since go(u) 2:0 and fgo(u)du= 1, it follows that 

Denote the double integral on the right of (17) by F(t). 
Then if h(t) =F"(t)-Wp2F(t), I h(t) I ~A (0) and 

so O~F(t) ~A (0)wp-2[cosh(wpt) -1]. The substitution 
of this upper bound for the double integral into (17) 
gives (14). The substitution of (14) into the obvious 
inequality obtained from (13) gives (lS). 

Now we note that because gl(U,O) and go(u) are 
integrable with respect to u, (12) and (16) imply that 
Q(t) depends continuously on t in O~ t< T. But then (13) 
implies that for every u at which gl(U,O) and go'(u) are 
defined, iJg1 (u,t)/ iJt exists and is continuous as a function 
of t in O~t< T, and can be computed by differentiating 
(13). Thus gl(U,t) satisfies (8) in O~t<T for every u at 
which gl(U,O) and go'(u) are defined. (We note in passing 
that if flugl(U,O)ldu<co, then from (16) and the 
Lebesque bounded convergence theorem dQ/ dt exists 
and is continuous. In general, if gl(U,O) has n finite 
moments, Q(t) and ag1/ at have n continuous time 
derivatives.) 

A second consequence of inequalities (14) and (lS) is 
that if A (0)=0, gl(U,t)=O. But since (13) is linear, it 
follows that any function gl(U,t) which satisfies (11), 
(12), and (13) in O:::;t< T is uniquely determined in that 
interval by its initial form, gl(U,O). 

A third consequence of inequalities (14) and (lS) is 
that no disturbance gl (u,t) can grow at a rate faster than 
Wp. Thus the only way in which a solution gl(U,t) of (11), 
(12), (13) can fail to have a Laplace transform is that 
for some reason it cannot be extended outside O~ t < T 
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as a valid solution of th03e equations. The next section 
will eliminate this possibility. 

IV. AN EXISTENCE THEOREM AND AN 
EXPLICIT SOLUTION 

In this section we show that if go'(u) is integrable and 
g(u) is any integrable function of u, then there is a 
function gl(U,t) which satisfies (11), (12), and (13) if 
O~t< 00, and for which gl(U,O) = g(u). Having shown so 
much, we can conclude from (14) and (15) that Q(t) and 
gl(U,t) have Laplace transforms with respect to t. 

At the outset we follow Landaul and proceed purely 
formally. We introduce the Laplace transform of gl(U,t), 

-y(u,s) = foo eiks!gl(U,t)dt. 
-00 

In terms of our variable s, the usual Laplace transform 
variable p is - iks, so the right complex p half-plane 
corresponds to the upper s half-plane if k>O. Then, still 
proceeding formally, Eq. (8) becomes, for positive k, 

gl (u,O) go' (u) Joo 
-y(u,s) vp

2-- -y(v,s)dv. 
ik(u-s) u-s_oo 

(18) 

Now we introduce the functional operator X.U defined 
by 

f
oo feu) 

Xs.,f(u) = -ds, (19) 
_00 u-s 

where u is real and s is in the open complex upper half­
plane. If we integrate (18) with respect to u, we find 

(20) 

where 
1 1 foo go(u) 

£(s) =--Xsugo'(u) =-- --du. 
vp

2 vl -00 (U-S)2 
(21) 

Hence, from (18) 

gl(U,O) gO'(U)(XB~gl(V'O») 
ik-y(u,s)=--+-- . 

u-s u-s £(s) 
(22) 

Still proceeding formally, we use the complex inversion 
formula for the Laplace transform to find gl(U,t) from 
-y(u,s) as given in (22): 

go' (u) 
gl(U,t) = gl(u,O)e- ikut+_-

27ri 

(23) 

where b is a positive real number larger than the 
(unspecified) abscissa of absolute convergence of -y(u,s), 
and k>O. 

Now we propose to show that (23) has more than 
formal content. Specifically, if b>vp and gl(U,O) are re­
placed by g(u) at every occurrence on the right side of 
(23), then we can show that the integral in (23) con­
verges so that (23) defines a function gl(U,t). We can 
further show that this gl(U,t) satisfies (11), (12), and 
(13), if in (13) gl(U,O) is replaced by g(u), so that 
gl(U,O) = g(u). 

The basis for the whole argument is an analysis of the 
functional operator X BU• We need a number of facts 
about this operator which we collect here as lemmas. 

If s=x+iy is a complex number, let ~s=x and 
.s:s= y. If feu) is a function of the real variable u, define 

[fOO ]l/n 
IIJ(u)lln= _,,If(u)lndu , 

where n is a positive integer. If f(s) is a function of the 
complex variable s, define 

where n is a positive integer and x and b are real. 
Lemma 1: If feu) is integrable or square integrable, 

X.uf(u) is analytic in the open upper shalf-plane. 
This lemma follows immediately from the Lebesque 

bounded convergence theorem. 
Lemma 2: Suppose that b is a positive number and 

Iif(u) lit is finite. Then 

OO+ib\Xsuf(U) \ 71' 
iOO+ib v-s ds<Z;llf(u)lll 

for every real V. 

To prove lemma 2, it suffices to prove that if u and v 
are real, 

f OO+ib f" ( I feu) I ) 71' 
ds du <-ft. 

-oc+ib -00 lu-sllv-sl - b 

But if this inequality can be proved in either order of 
integration, Fubini's theorem proves it for the other 
order. Hence it suffices to prove K (u, v) < 71'b-l, where 

f
"+ib ds 

K(u,v) = ; 
-,,+ib lu-sllv-sl 

But by Schwarz's inequality, K(U,V)2~K(u,u)K(v,v) 
and clearly K(u,u)=K(v,v)=7I'b-l. 

Lemma 3: Let a be a positive number less than vp-
2 

and write the complex number s as x+iy. Let C1(a) and 
C2(a) be the two regions of the upper s half-plane defined 
by the following inequalities: 

Cl(a): f> (vp-La)-l. 

C2 (a) : if u= ± 1, 

ux>2vp 
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and also 

y> [vp-2-a-4x-2jlJ<Xl go (rTu)du. 
~z/2 

Then if s is in C1(a) or C2(a), l.e(s) I >a. 
First suppose s is in C1(a). Then lu-sl-2::;;vp- 2-a 

for real u, and the lemma follows immediately from (21), 
since go(u)2::0 and f go (u)du= 1. Next suppose s is in 
the right half of C2(a), where rT= + 1. Then 

1 fXI2 go(u)du f<Xl go(u)du 
--.e(s)= + . 
'vi -<Xl (u-x-iy)2 x/2 (u-x-iy)2 

Since I u - x - iy 1-2::;; 4x-2 in the first integral and ::;; y-2 
in the second, the inequalities defining C2(a) imply 
I.e (s) I >a. The left half of C2(a) is treated similarly. 

We point out some immediate consequences of lemma 
3. If a and b are any positive numbers, the set of com­
plex s's for which 3s2::b, and which lie neither in C1(a) 
nor C2(a) is closed and bounded. But all the zeros of 
£(s) for which 3s2::b must lie in this set. Since .e(s) is 
analytic in the open upper half-plane, it follows that 
.e(s) has only finitely many zeros for which 3s2::b, and 
none for which 3s>vp. It follows further that if b>vp 

then on the line 3s=b, l.e(s) l2::vp- 2-b-2. 
Now we return to formula (23), in which we take 

b> Vp and on the right replace gl(U,O) everywhere by the 
given integrable function g(u). Then by lemmas 2 and 3, 
the integrand on the right in (23) is an integrable 
function of s along the line 3s= b, and the integral is not 
larger in absolute value than (Vp -2_ b-2)-lw-b-1Ilg(u) 1I1ekbt. 
Since g(u) and go' (u) are integrable, it follows that the 
function gl(U,t) defined by (23) does satisfy (11) and 
(12) for all t, depends continuously on t, and for each u 
at which g(u) and go'(u) are defined, has a Laplace 
transform with respect to t. By the complex inversion 
theorem, this Laplace transform is the 'Y(u,s) of (22) if 
gl(U,O) is replaced by g(u) everywhere on the right in 
(22). But if 3s 2:: b, the integral i: du £<Xl dteik.tgl(U,t) 

converges absolutely, and hence can be integrated in 
either order. Thus, if Q(t) is defined by (10) in terms of 
the gl (u,/) defined by (23), the Laplace transform of 
Q(t) is f'Y(u,s)du, and is given correctly by (20), 
gl (u,O) being replaced by g(u) in (20). 

We still must show that the gl(U,t) defined by (23) 
satisfies (13), if in (13) the gl(U,O) on the right is 
replaced by the given g(u). To show this it suffices to 
show that if Q(t) is computed from the gl (u,t) defined by 
(23), then the Laplace transform of 

t 

g(U)e-ikut+ikvp2g0'(U).( Q(T)eiku(T-t) 

is the 'Y(u,s) of (20) with g(u) replacing gl(U,O). But the 
Laplace transform of the integral in the foregoing ex­
pression is, by direct computation, 

1 [<Xl 
ik(u-s) 0 

Q(t)eikstdt, 

which is [ik(u-s)]-lf'Y(u,s)du or, by (20), 
- (kVp)-2.e (S)-l (U-S)-l:JC, .. gl(U,O). Comparison with 
(22) completes the proof that gl(U,t) satisfies (13). 

V. CRITERION FOR THE STABILITY OF THE 
STEADY DISTRIBUTION 

The initial distribution go(u) is stable if all disturb­
ances gl(U,t) of go(u) remain bounded for all time. 
Whether go(u) is stable thus depends on what we mean 
by "all" disturbances and what we mean by "bounded." 
When is a disturbance gl(U,O) to be regarded as physi­
cally realizable (disturbances whose initial electrostatic 
energy is infinite, for example, are of no physical 
interest), and what measure of the "size" of gl(U,t) is of 
interest in the particular problem at hand? 

As for the first question, we have already agreed not 
to admit to consideration any disturbance gl(U,t) for 
which (11) or (12) fails, and we have discussed the 
reasons for this. We might make further demands on the 
smoothness of gl(U,O); for example, that gl(U,O) be 
square integrable, or bounded, or of bounded variation, 
or analytic in a strip 13u I ::;; a in the complex u plane. 
This last demand could be restated as the demand that 
for real u, gl(U,O) is infinitely differentiable and 

I

gI( n) (u,O) /l/n 1 
lim sup ::::;-. 

n--+<Xl nt a 

In general, if we are trying to prove that go(u) is stable, 
we will want to prove its stability against disturbances 
as rough as possible; if we are trying to prove that go(u) 
is unstable, we will want to produce disturbances as 
smooth as possible which grow with time. 

As for the second question, finding a measure of the 
"size" of gl(U,t), Landau has proposed the Q(t) of Eq. 
(10), which is, except for a factor involving k, the 
amplitude of the electrostatic voltage produced by the 
given disturbance of the charge distribution. A second 
measure of the size of gl (u,t) is the A (t) of Eq. (11), 
which is, except for the same factor involving k, the 
amplitude of the electrostatic voltage that would be pro­
duced if the electron distribution were go(u)+ Igl(u,t) I. 
Van Kampen2 has considered a third measure, IIgl(u,t)1I2' 
Finally, lIagt/aulil might be considered, as when this 
number is large compared with IIgo'(u)lh the linear 
theory is no longer valid. 

Landau's choice of Q(t) to measure the size of gl(U,t) 
might be justified by noting that the electrostatic po­
tential is what is observed. In principle, however, the 
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whole electron distribution is observable. Further, it is 
possible to have gl(U,t) very large in comparison with 
go(u) and yet to have Q(/)=O. Therefore we reject Q(t). 

Three advantages lead us to adopt A (I) as the measure 
of the size of gl(U,t). First, if A (I) =0, gl(U,t) =0. Second, 
if A (0) is finite, Eq. (13) has a unique solution for which 
A (t) remains finite, so that A (t) is a mathematically 
natural norm. Third, the finiteness of A (t) has the clear 
physical significance that the charge density should be 
independent of the order in which the electrons are 
counted. 

Van Kampen's suggestion, IIgl(u,t) 112, has the first 
advantage enumerated in the foregoing and also the 
second if go'(u) is bounded, but as Van Kampen himself 
points out, it is difficult to see the physical significance 
of this norm. 

Finally, the norm Ilogi/ouill will be discussed in 
Sec. VIII. 

In summary, the steady distribution go(u) will be 
called stable if for every initial disturbance gl(U,O), 
Ilgl(U,t)lh =A (I) remains bounded for all time. It will be 
necessary to examine how unstable distributions become 
stable as more smoothness demands are made on the 
admissable initial disturbances. These ambiguities in the 
definition of stability come, of course, from the fact 
that the idealized physical system in question has an 
infinite number of degrees of freedom. 

Besides the three lemmas enumerated in Sec. IV, we 
will need six more concerning JC.". 

Lemma 4: If 3s>0 and Ilf(u)lIl<co, IJC.uf(u) I 
::; (3s)-lllf(u)lh. If also in a neighborhood of the real 
point x, feu) is absolutely continuous and f'(u) is 
bounded, then JC".j(u) is continuous as s approaches x 
from the upper complex s half-plane, and its limit is 
CP L':(U-X)-lf(u)du+trif(x), where <P denotes the 
Cauchy principal part. If also feu) is absolutely con­
tinuous and f'(u) is bounded for all u, then JCz+ill.uf(u) 
approaches the above limit uniformly in x as y ap­
proaches zero through positive values. 

This lemma is proved, in a slightly different form, by 
Muskhelishvili.3 

Lemma 5: If IIf(u) 112< co, andy2::0 then IIJC."f(u) II 112 
::; 2rlif(u) lb. Furthermore, as y --+ 0 through positive 
values, JC"'+iIl.uf(u) --+ <P L: (u-x)-lf(u)du+rif(x) for 
almost every x and also in the mean square. 

Lemma 5 is proved by Titchmarsh.4 

Lemma 6: Suppose f(s) is a bounded analytic func­
tion of the complex variable s in the region -b::;3s::;0, 
where b is a positive. Suppose that each of f(x) and 
f(x-ib) is either integrable or square integrable as a 
function of the real variable x. Then JC."f(u) can be 

3 N. I. Muskhelishvili, Singular Integral Equations (P. Noordhoff 
N.V., Groningen, 1953), Chap. 2, p. 38. 

4 E. C. Titchmarsh, Introductions to the Theo,.y of Fou,.ie,. 
Integ,.als (Oxford University Press, New York, 1948), 2nd ed., 
Chap. 5 .. 

extended analytically to the region 3s 2:: - b, and there 

oo-ib f(s') 
JC."f(u) = J -, -ds'. 

-oo-ib s -s 

Lemma 6 is a consequence of Cauchy's theorem. 
Lemma 7: If m and n are positive integers, and u, v, 

and b are real, 

ds JOO+ib 

-",+ib lu-slmlv-sl n 

211' (2m-2)!(2n-2)1 
(2b)m+n-l m-1 1t-l' 

where the usual notation for the binomial coefficients is 
used. 

This lemma is simply Schwarz's inequality. 
Lemma 8: Suppose M(u) is square integrable. Then 

there exist unique functions M+(s) and M_(s) with these 
properties: 

(i) M+(s) is analyticfor 3s>0, and M_(s) for 3s<0; 
(ii) there is a K such that IIM+(s) II 112::; K for all y>O 

and IIM-(s) II 112::;K for all y<O; 
(iii) M(u)=M+(u)+M_(u) for almost every real u. 

It should be noted that if M+(s) satisfies (ii) above, 
then limll-.n+M+(x+iy) exists for almost every real x 
and also in the mean square (Titchmarsh), and similarly 
for M_, so that (iii) makes sense. It should also be noted 
that if condition (ii) is abandoned, M+(s) and M_(s) are 
no longer unique. For example, if M(u)=exp(-!u2), 
M+(s) =aexp( -!S2) andM_(s) = (1-a) exp( -!S2) have 
properties (i) and (iii), but not (ii) for any real a. 

Lemma 9: The M+(s) and M_(s) of lemma 8 have 
these properties: 

(i) 
1 I oo 

M(u) 
M±(s)=±-. -duo 

2m -00 u-s 

(ii) 
1 Joo M(u) 

M±(x)=!M(x)±-.CP --du 
2r1- -00 u-x 

for almost every real X. Here CP means that the integral 
is to be interpreted as the Hilbert transform. 

(iii) 1 JA if m(k)=l.i.m.- e-ikuM(u)du 
A-.oo...;'1r _A 

then 

and 
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Our first stability theorem is a sufficient condition for 
instability. 

Theorem 1: Let Sl, ... , Sn, ... be the zeros of £(s) in 
the open upper s half-plane. Let a be any positive real 
number different from Sl, ... , Sn, ... (the set of such 
a's is dense among positive numbers because the zeros 
of £(s) form a finite or denumerable set). Let Sl, ... , SN 
be the zeros for which 3s>a (N is finite by lemma 3). 
Let their multiplicities be PI, ••• , PN. Then there is a 
positive number a such that I £(s) I ~a if 3s=a, and for 
any integrable initial disturbance gl(U,O) there are 
functions Qmn(U) such that 

gl (u,t) = gl (u,O)e- ik1t t 

N 

+ L e-iksnt L Qmn(U)tm-1+ga(u,t), (24) 
n=l m=l 

where 
go'(u) (A (0») 

Iga(u,t) I ~-- -- ekat
. 

br aa 

Furthermore, gl(U,O) can be so chosen that it is inte­
grable, square integrable, and analytic in a strip 13u I 
~a' of positive width 2a', while Qmn(U)~O if m= P". 

n should be recalled that we always assume that 
go'(u) is integrable. The existence of the a mentioned in 
the theorem is an immediate consequence of lemma 3. 
Then Eq. (24) and the bound on ga are obtained by 
moving the contour of s integration in (23) down from 
the line 3s=b>vp to the line 3s=a. The sum in (24) 
comes from the poles of the integrand, and ga is the 
integral along 3s=a. The deformation of the contour of 
integration is justified by lemmas 1, 2, 3, 4, and 6, while 
lemmas 2 and 3 alone give the bound on gao If go'(u) is 
analytic in a strip 13ul ~a', the functions gl(U,O) for 
which Qmn(U) is not zero can be obtained very simply by 
setting t = ° in the following formula: 

(25) 

When go' is integrable and s is a zero of £(s) in the open 
upper half-plane with order at least m, (25) is an exact 
solution of (8) and from itQ(t) =( -ikt)m-1e-ik.t/(m-l)!. 
However, if go'(u) is not analytic in a strip, the foregoing 
gl(U,O) is not, and we must make a different choice. We 
note that for any integrable gl(U,O), if m=n, 

-go'(u)m( -ikt)m-lJCsnvgl(V,O) 

so that all that is required is to find a function gl(U,O) 
analytic in a strip 13ul ~a' and such thatJCsnvgl(v,O)~O. 
By lemmas 8 and 9, if h(s) is a function analytic in 
3s~ -a' and such that Ilh(s)1i1l2~K for some fixed K 
and all y~ -a', then gl(u,O)=7r3h(u) has JC8ug1 (u,O) 
=h(s). Therefore, all we need is a function h(s) of the 
afore-mentioned sort with the further properties that 

h(sn)~O and that h(u) is integrable for real u. Obvi­
ously, many such functions are available, for example 
(s+ia')-4, and i(a'2+s2+,8 exps2)-t, where the positive 
constant,8 is chosen so that the function does not vanish 
at Sn. 

Theorem 1 really does nothing more than to make 
precise Landau'sl assertion that go(u) is unstable if £(s) 
has zeros in the upper half-plane. Landau tries to con­
clude the converse directly from (22); he argues that if 
£(s) has no zeros in the upper half-plane, the Laplace 
transform 'Y(u,s) of every disturbance gl(U,t) is analytic 
in the upper s half-plane, or the right p half-plane, so 
that gl(U,t) must be bounded in time. This argument is 
at fault in assuming that if a function !(t) has a Laplace 
transform which is analytic in the right p half-plane, 
J(t) is bounded. Widder" shows that the Laplace trans­
form of et sine! is an entire function of p. 

One valid sufficient condition for stability is given by 

Theorem 2: Suppose go'(u) and gl(U,O) are integrable 
and square integrable. Suppose there is a positive 
number a such that I £(s) I ~a in the open upper s half­
plane. Then A (t)= Ilgl(U,t)III is bounded for all time and, 
if go'(u) is bounded, Iigl(u,t)112 is also bounded for all 
time. 

Because of lemmas 1, 2, 3, 4, and 6 and the fact that 
I £(s) I ~a, we can move the contour of integration in 
(23) down arbitrarily close to the x axis. Thus when 
I £(s) I ~a, (23) is correct for any positive b. But by 
lemma 5 

1i£(s)-le-ik8tJC •• gl (v,O) II b2~ 27ra-1ekbtligl (v,O) 1/2. 

Therefore, the integral on the right in (23) is obtained 
from the foregoing function of s, square integrable on 
the line 3s= b, by an operator like JC.u , except that the 
integration is along the line 3s=b instead of the real 
axis, and the argument of the function produced by the 
operator is real. Then lemma 5 can be applied, and as a 
function of u the integral on the right in (23) is square 
integrable, and the square root of the integral of its 
square is not larger than (27r)2a-lekbtligl(V,O)lk When 
the whole term on the far right in (23) is integrated with 
respect to u, the result is the Hilbert space inner product 
of two square integrable functions of u, go'(u) and the s 
integral. Hence, by Schwarz's inequality, 

Iigl(U,t)lil~ Iig1 (u,O) Ih 
+ 27ra-1IIgo' (u) Ii 211g1 (u,O) 112ekbt. (26) 

Since (26) is true for all positive b, it is true for b=O, 
which proves that I/gl(u,t)lh is bounded. 

When I go' (u) I ~M for all u, the whole term on the far 
right in (23) is a square integrable function of u since 
the s integral is. Thus 

Ilgl (u,t) 112~ Iigl(U,O) 1/2+ 27ra-1Ml/g1 (u,O) 112ekbt 

for all positive b, and hence for b=O. 

6 D. V. Widder, The Laplace Transform (Princeton University 
Press, Princeton, New Jersey, 1946), Chap. 2, p. 58. 
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One consequence of theorem 2 should be noted. If a 
disturbance gl(U,O) is integrable and bounded, it is 
square integrable, so that theorem 2 assures us that its 
A (t) is bounded in time if go(u) satisfies the hypotheses 
of theorem 2. We may still ask, what happens if either 
go'(u) or gl(U,O) is not as smooth as is required in 
theorem 2. Theorem 3 and theorem 4 deal with this 
question. 

Theorem 3: If go(u) satisfies the conditions of theorem 
2 there are integrable initial disturbances gl(U,O) for 
which IIg1(u,t)Jh=A(t) is not a bounded function of 
time. 

To prove theorem 3, we write s= x+iy. Then 

, -f"" (u-x)go'(u)du 
JCsugo (u)-

-00 [(u-x)2+y Jl 

f
oo go' (u)du 

+iy . 
-00 [(U-X)2+ y J! 

(27) 

But by lemma 5, for almost every x, SJCz+ill."gO'(u)---> 
7rgo' (x) as 'Y ---> ° through positive values. Hence we can 
find a real w such that 

f
oo go' (u)du 

limy 7rgo'(w)~O. 
,,--.Q-I- -00 [(u-w)2+iJ! 

(28) 

Then choose gl(U,O) = (u-w)-IJln(u-w) J-!! if w<u 
.:::; w+! and gl (u,O) =0 for all other u. Clearly, gl (u,O) is 
integrable, although not square integrable. Furthermore, 

If s=w+iy, then since the magnitude of a complex 
number is not less than its imagir:ary part, 

!JC8Ugl(U,0)I>Yf~ du 
o (u2+i)ullnul i! 

When y<!, 

1 fi du 1 i·JC8ug1(u,0) 1>- --=--. 
2y 0 u JInu [ i Y !lny It 

Now let 

Thus, by (28), if y is sufficiently small and s=w+iy, 

7rlgo'(w) I 
IK(s)l> . 

2ayllny[ ~ 
(30) 

Suppose now that for the gl (u,O) defined in the foregoing, 
A (t) is bounded, say 1 A (t) I.:::; m for all t. Then 

L: dul.(oo eikstgl(U,t)dt\ 

.:::; 100 

dt exp( -ktSs) IIgl(u,t) II I':::; m(kSs)-r, 
o 

or kJ 1'Y(u,s) Idu':::;m(Ss)-l. From Eq. (22) and a 
standard inequality for Laplace transforms, it follows 
that 1 K (s) 1 ~ 2m (SS)-l. This contradiction with (30) 
forces us to conclude that the gl (u,O) , defined previously, 
generates a gl(U,t) for which A (t) is not bounded. 

Finally, we have 
Theorem 4: Suppose that go'(u) is integrable and that 

there is a positive number a such that 1 £-I(S) l':::;a-1 if 
Ss>O, while Id£-1(s)/dsl':::;a-1 in a strip O<Ss<a for 
some positive a. Suppose that gl(U,O) is integrable and 
absolutely continuous and g/(u,O) is integrable and 
bounded for all u. Then A (t) is bounded. 

Clearly, the contribution to A (t) from the first term 
on the right in (23) is bounded, so we need consider only 
the integral. If we integrate this once by parts with re­
spect to s and then integrate one of the resulting terms 
by parts with respect to v, we have for that integral the 
expression, valid for all positive b, 

1 fOO+ib {JC8Vgl'(V,0) JC.vgl(V,O) 
1=- dse- ikst +----

ikt -oo+ib (u-s)£(s) (U-S)2£(S) 

X. vg1(v,0) d£-I(S)} 
+ . (31) 

(u-s) ds 

Now by lemma 2, the first term in braces contributes to 
the foregoing expression a quantity whose absolute 
value is 

7re k 
bt IlgI' (v,O)111 

<------
- kbt a 

Since gl(U,O) is bounded and, by lemma 4, JC.vgl(V,O) has 
K(s)= duo f ",\gO'(U) JC8Vgl.(V,0)I 

-00 u-s £(s) 

Then if s=w+iy, 

IK(s) 12: -- du 1 foolgO'(U) I 

(29) a bounded uniform limit as s approaches the real axis, it 
follows that there is a b so small that if O,:::;Ss<b, 
JC8vg1(v,0) is a bounded function of s, say IJC.vg1(v,0) I 
~M. Thus by lemma 7, the second term in (31) con­
tributes to that expression a quantity whose absolute 
value is 

ayllnyl! -oc u-s 

1 f'" go'(u) 
> y . 

aillnyl t -00 [(u-w)2+y2Ji 

7re kbt M 
<---. 
- kbt a 

As for the third term, by lemma 5, and Schwarz's 
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inequality the absolute value of its contribution is 

~'If'ekbl(~)i Ilgl(V,0)112 

kbt 'If' a 

when b < a. It follows that when b < a, 

Since for fixed t, the foregoing inequality is true for all 
positive b, it is true in particular for b= (kt)-l. Thus 

I~ :llgl'(V,O)lll+M+(;) i llg1 (v,0)1I2' 

and then, from (23), IA (t) 1 ~A (0)+ (2'1f')-III/go'(u)lh-
We see from theorem 3 that the square integrability 

of the initial disturbance is really necessary for stability, 
and we see from theorem 4 that the square integrability 
of go'(u) is not necessary if we are willing to restrict our 
attention to absolutely continuous disturbances gl(U,O) 
with bounded derivatives. 

Theorems 1, 2, 3, and 4 clearly leave a gap. What if 
£(s) has zeros on the real axis, but none in the open 
upper half-plane? This question is partly answered by 

Theorem 5: Suppose go' (u) is integrable. Suppose there 
is a real W for which positive constants II, E, and M 
exist such that if 3s>0 and 1 s-w 1 < E then I£(s) 1 

~ M I s-W I r+l. Then if a is any positive number and III 

is any positive number less than II, there is an integrable, 
square-integrable initial disturbance gl(U,O), analytic in 
the strip 13u I ~ a, for which r" J A (t) I is not bounded 
as t -..:, 00. 

The proof is rather like that of theorem 3. If IA (t) j 

'5,mt>l then 

J
~ mr(II1+1) 
I 'Y(u,s) I du~ . 

_00 (k3s) '1+1 

If K(s) is defined by (29), then (22) and the foregoing 
inequality imply 

mr(II1+1) A (0) 
IK(s)1 < +-. (32) 

(k3s)'1+1 s 

But if s=w+iy, then from its definition, 

Thus 

IK(s) 12:: f
'" I go' (u) I du JC •• gl(V,O) 

-00 [(u-w)2+y2]i Myr+l 

f
oo . Igo'(u)ldu JC •• gl(V,O) 

IK(s)l2:: 
-00 [(u-w)2+1]t Myr+1 

(33) 

Now let h(s) be any analytic function in j3sl'5,a for 
which IIh(s) II 1/2'5, 1 when jyl'5,a, and such that h(w)~O. 
Then let gl(u,0)='If'3h(u), so that JC."gl(v,O)=h(s) by 
lemmas 8 and 9. If this gl(U,O) is used in (32), (32) and 

(33) are contradictory, so we conclude that t-·ll A (t) I is 
not bounded. 

Theorem 5 shows that if £(s) has a zero of order 
greater than 1 on the real axis, go(u) is unstable even to 
very smooth disturbances. However, if £(s) has no 
zeros in the open upper half-plane and only a simple zero 
on the real axis, in general go(u) will be stable to smooth 
disturbances and unstable to rough ones. The details are 
contained in theorems 6 and 7. 

Theorem 6: Suppose go'(u) is integrable and go"(U) 
exists and is bounded in a neighborhood of each of the 
real points WI, "', WN. Suppose that 

N 

£(S)-l= L Bn(Wn-S)-l+mt(s) 
,.=1 

and that there are positive constants a and a such that 
Imr(s) j Sa if 3s2::0 and Imr'(s) I ~a if OS3s'5,a. Sup­
pose that gl (u,O) is integrable and absolutely continuous 
and that g/ (u,O) is integrable and bounded. Then A (t) is 
bounded for all time. 

By the argument of theorem 4, mr(s) contributes only 
a bounded term to A (t) through the integral in (23). 
Therefore 

A (t)=Ho(t)+ fdU I E1B,.Hn(u,t) I 

whereHo(t) is bounded and 

go'(u) fOO+ib JC •• g/(v,O) 
H .. (u,t)=--- dse- ikB1-----

2'1f'kt -oo+ib (u-s)(wn-s) 

JC.vgl(V,O) JCB.gl(V,O) 
+ + . 

(U-S)2(W n-S) (u-s)(W n-S)2 

Here the same integrations by parts have been carried 
out as those describedJn the proof of theorem 4. Now by 
lemma 4 there are positive numbers m and al such that if 
0~3s<al' IX.ug1(u,0) I <m. Further (U-S)-I(Wn-S)-1 
= (U-Wn)-l[(W,.-S)-I_(U-S)-l], and (U-S)-2(W .. -S)-1 
= (u-W,.)-I[(U-S)-I(W,.-S)-I- (U-S)-2] and (U-S)-l 
X (W,. - S)-2 = - (u - W,.)-l[(U - S)-I(W .. - S)-1 
- (W,.-S)-2]' Finally, by lemma 4, go'(u) has a zero of at 
least first order at u=w .. , so M=J Igo'(u) 1 1 u-w .. 1-1du 
< 00. Therefore 

Since this inequality is true for all positive b less than a', 
it is true for b= (kt)-I when t is large. Thus A (t) is 
bounded. 

If gl(U,O) is not as smooth as in theorem 6, the result 
of that theorem is no longer true, as we see from 

Theorem 7: Suppose go' (u) is integrable. Suppose there 
exist positive numbers a and E and a real W such that 
go'(u) is analytic for complex u in lu-wl <E, while 
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lS=b W IS=b 
---'~r--FIG. 1. Deformed contour 

of integration for Eq. (34). 
The dotted line is a cut in 
the complex s plane. \jlU 
I £(s) I ~o if Is-wi ~Eand3s>0. Suppose further that 
£ (S)-I = (s-w)-Im(s) and that m(w)r!'o. Then for any 
m in O<~<!, there is an integrable, square integrable 
gl(U,O) for which the charge density Q(t) behaves like 
tm when t is large. 

We take gl(U,O) =1r-13[(u-w)-m(u+i)-2], where the 
fractional power is defined so as to be real and positive 
for large u and analytic in the complex upper u half-plane. 
Then by lemmas 8 and 9, X 8ugl(u,0) = (s-w)-m(s+i)-2 
if 3s>0. We compute Q(t) from (20) and the complex 
inversion formula for the Laplace transform: 

1 fOO+ib dse- ik8tm(s) 
Q(t)=-

21rivp2 ->o+ib (s-w)m+1(s+ii 
(34) 

where b is any positive number. By an extension of 
lemma 6, £(s) is analytic in the circle I s-w I < E, so the 
contour of integration in (34) can be deformed to that 
shown in Fig. 1, where the dotted line is a cut in the s 
plane. An integration by parts like· that used in the 
proof of theorem 6 shows that the contribution to (34) 
from the horizontal lines and the large circular segments 
remains bounded as t ---+ <Xl. The contribution from the 
small circle and the two vertical lines on opposite sides 
of the cut is computed by standard methods' then the 
radius of the small circle is allowed to approa~h zero for 
fixed t, and afterwards, t is allowed to become large. The 
resulting contribution to (34) is - E(kt)m+h(t), where 
h(f) ---+ ° as t ---+ 00, and 

E= (m(W)(l-m) Sin1rm) exp[-i(~+kwt)] 
(w+i)2v p21rm 2 . 

. As. thi~ section makes clear, the stability of the steady 
dIstnbutIOn go(u) depends heavily on how smooth are 
the disturbances which we admit as physically realiza­
ble. Theorems S, 6,and 7 deal with the rather special 
case in which £(s) has zeros for which 3s=0 but none 
for which 3s>0. The result of the more important 
theorems 1 through 4 might be paraphrased very 
roug~ly as that if £(s) has zeros with 3s>0, go(u) is 
certamly unstable. If I £(s) I ~a>O in the upper half­
plane, then go(u) is stable if go'(u) and gl(U,O) are 
smooth enough; and if one is roughened, stability can be 
preserved by smoothing the other. 

VI. STABILITY OF SOME PARTICULAR 
STEADY DISTRIBUTIONS 

Our theory is unable to treat the case go(u)=o(u) 
where 0 is the Dirac delta function. Theorems 1 4 S 6' 
and 7 do, however, remain true if the demand th~t ~o'(u) 

be integrable is replaced by the demand that go(u) be of 
bounded variation, all other demands on go(u) remaining 
as stated in those theorems. Although we have not 
proved this fact, the proof amounts to cumbersome but 
inessential modifications in the proofs already given. 
Therefore, the theory, with this slight extension, is 
applicable to the distribution defined as go(u) = (2W)-1 
if lui <w, go(u)=O if lul~w. For this distribution, 
£(s)=vp- 2- (w2-S2)-1. If k is chosen so small that 
vl>w2, £(s) has a pure imaginary zero at i(vi-w2)I, 
and so go(u) is unstable to disturbances of this wave 
number with analytic u dependence, the rate of growth 
of the instability being (w p

2 - k2w2)i; as predicted in Sec. 
III, this is less than Wp. If k is so chosen that Vp=W, £($) 
has a double zero at s=O, so, by theorem S, go(u) is 
unstable to disturbances of this wave number as well. 
Finally, if k>wpw-I, £(s) has simple real zeros at 
s=±(w2-vi)i. By theorems 6 and 7, go(u) is stable to 
disturbances at these wave numbers if the disturbances 
are absolutely continuous functions of u with bounded 
derivat~ves, and becomes unstable if all integrable, 
square mtegrable disturbances are allowed. 

As a ~econd example, suppose that go' (u) is integrable, 
square mtegrable, and absolutely continuous and that 
go"(u) is bounded. Suppose further that th~re is a w 
such that go'(u) <0 if u>w and go'(u»O if u<w, so 
that go(u) has a single maximum at U=W' we may . ' , 
WIthout loss of generality, take w=O. Then we can show 
that there is a positive a such that I £(s) I ~a in the open 
upper h.alf-plane; therefore go(u) is stable to integrable, 
square mtegrable disturbances and unstable to certain 
integrable disturbances (theorems 2 and 3). As the first 
step in the proof of these assertions, we note that, by 
lemma 4, when s is real £(s)=vp- 2-f(u-S)-lgo'(u)du 
-1rigo'(s). Therefore the only possible real zero of £(s) 
is s=O, and m£(O) >0. Therefore £ has no real zeros. It 
is easy to see that as s ---+ ± <Xl along the real axis, 
£(s) ---+ vp- 2, so there is a positive number 2al such that 
1£ (s) I > 2al if s is real. Referring again to lemma 4, 
£ (x+iy) ---+ £ (x) uniformly in x as y ---+ ° from above, 
so there is a positive number a such that if 0~3s~a, 
1£ (s) I ~al. Let ~ be the set of all s for which 3s ~ a, 
and which lie in neither Cl(Ol) nor C2(al) as those sets 
are defined in lemma 3. Then ~ is a closed, bounded 
(compact) set and outside ~, ! £(s)! ~al' But I £(s)! is 
continuous in ~, so if it has no zero in ~ there is a 
positive a2 such that ! £(s)! ~a2 if s is in ~. In this 
situation we take a=min(al,a2) and conclude that 
1£(s)l~a whenever 3s~0. Therefore it remains to 
show that £ (s) r!'0 if s is in ~. But whenever 3s>0, it is 
clear from Eq. (27) that if 3£(s)=0 then 

Therefore £(s) has no zeros with 3s~0, and certainly 
none in ~. 
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Of course one of the most interesting cases of example 
2 is example 3, the Maxwell distribution, go(u) 
= (21r)-!u-1 exp(-tu2u-2), where u=KT/m. The re­
marks of the preceding paragraph all apply to this dis­
tribution, so it is stable to integrable, square integrable 
disturbances and unstable to certain integrable disturb­
ances which are not square integrable. It should be re­
called that these results apply to disturbances of a single 
spatial wavelength. However, if f f I it (x,u,t) I dxdu 
were bounded, so would be our f f Ifl (k,u,t) I du= A (t) 
for each k. Hence physical disturbances it for which 
f f I fl (x,u,O) I dxdu< 00 can be unstable on the Maxwell 
distribution in the sense that f f I it (x,u,t) I dxdu is not 
bounded as t goes to infinity. 

As a fourth example, consider a three-dimensional 
steady distribution fo(q) which is isotropic: fo(q) = h(rf)· 
For such a distribution, go(u)=ffh(u2+1fl+w)dvdw 
= 21r.fo"'h(U2+p2)pdp, or go(u)=1r.r...~h(x)dx. Thus 
go'(u) = -21ruh(u2) and since h>O, ugo'(u) <0. Then, as 
in example 2, £(s) has no zeros with .3s~O. If hex) is 
absolutely continuous and h(x) + 2xh' (x) is bounded and 
x!h(x) is square integrable, then go(u) is a special case of 
example 2, and is stable to all integrable, square inte­
grable disturbances. 

VII. VAN KAMPEN'S NORMAL MODES 

SO far the whole discussion of (8) has been based on 
the Laplace transform. Now we examine briefly another 
technique for the solution of (8) when gl(U,O) is given, 
namely the expansion of gl(U,O) in terms of the normal 
modes of the system. For a stable system, these normal 
modes would be expected to have the time dependence 
e- iwt where w was real. For an unstable system, we 
might expect to have to include modes in which 3w>O. 
Nevertheless, Van Kampen2 gives a solution of the 
initial value problem entirely in terms of modes with 
real w, and never explicitly assumes that the steady 
distribution go(u) with which he deals is stable. He has, 
however, implicitly made this restriction, as he con­
siders only go(u) which come from isotropic fo(q); we 
have seen in the preceding section that these are always 
stable, subject to a few smoothness conditions. In the 
present section we propose to generalize van Kampen's 
treatment to unstable distributions go(u). We shall as­
sume throughout the present section that go'(u) and 
gl(U,O) are square integrable. 

Following Van Kampen, we look for solutions of (8) 
whose time dependence is e- ik8t for somes. VanKampen 
shows that, if we admit solutions gl(U,t) so singular in 
their dependence on u that they must be treated as 
distributions in the sense of Schwartz,6 then for every 
real s we can find exactly one (to within a constant 

6 L. Schwartz, Thearre des Distributions (Hermann & Cie Paris 
France, 1950), Vol. I. ' , 

factor) solution of (8), gl(u,t)=H(u,s)e- ikB1, where 

H(u,s) = go' (u)cp(U-S)-l 

+[vp-Lcp i: (v-s)-lgo'(v)dv }(U-s). (35) 

Here the first (» means that (U-S)-l is that distribution 
which, when applied to the infinitely differentiable test 
function feu), gives the Cauchy principal value of 
.f-: (u-s)-lf(u)du. Of course these singular solutions 
are not physically realizable; they are a mathematical 
device useful in solving (8). Van Kampen writes the 
general solution gl(U,t) of (8) as a superposition of the 
normal modes (35): 

gl(U,t) = fOX) V(s)H(u,s)e-ikBtds. (36) 
-00 

The weight yes) of the normal mode with frequency ks 
is determined from the singular integral equation ob­
tained by putting t=O in (36). To solve this singular 
integral equation, Van Kampen writes it in the form 

G(u)= V +(u)[vp- 2+21!'iE+(u)] 
+ V_(u)[vp-2-21!'iE_(u)], (37) 

where G(u) = gl(U,O), E(u) = -go' (u), and V +(s), V _(s), 
E+(s), E_(s) are obtained from the square integrable 
functions V and E by lemmas 8 and 9, Sec. V, of the 
present paper. (Van Kampen has, incidentally, omitted 
the essential condition (ii) from lemma 8.) Van Kampen 
argues that (37) is a representation of the square 
integrable function G(u) in the form G+Cu)+G-(u) 
described by lemma 8, so that the uniqueness assertion 
in that lemma produces from (37) the two equations, 

G+(s) = V+(s)[vp-2+21!'iE+(s)] for 3s>0, 
and 

Since G±(s) and E±(s) are known, these equations can 
be solved for V±(s); and when s is real, V(s)=V+(s) 
+ V_(s). 

As Van Kampen points out, if vp- 2+21!'iE+(s) has a 
zero in the upper half-plane, G+(s)[vp- 2+21!'iE+(s)]-1 is 
not analytic there, and so cannot be V+(s). Therefore, if 
vp- 2+21riE+(s) has zeros in the upper half-plane, the 
general solution of (8) cannot be represented in the form 
(36). Similar remarks apply to vp- 2-21!'iE_(s) and the 
lower half-plane. By using the assumption that fo(q) is 
isotropic, Van Kampen proves that vp- 2±21riE±(s);;e0 
in the upper (lower) half-plane, justifying (36). 

In the rest of Sec. VII and only in this section, let us 
denote by £+(s) the function defined by (21) when 
3s>0, and by £-(s) the function defined by (21) when 
3s<0. Then £-(s*)=£+(s)* since go'(u) is real, but 
when s is real £-(s);;e£+(s), as is clear from lemma 9. 
In the preceding sections, £+(s) has been called simply 
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£(s). As a consequence of lemma 9 

£+(s) = vp- 2+21!"iE+(s) if -3s>O (38) 
and 

£-(s)=vp- 2 -21!"iE_(s) if -3s<O. (39) 

Clearly, Van Kampen's proof that the right side of (38) 
has no zero in the upper half-plane is really another 
proof that isotropic steady distributions are stable. 

We must now investigate how (36) is to be modified 
when go(u) is unstable. For simplicity, we restrict our­
selves to the case in which there is a positive a such that 
I £+(s) I 2:: a if -3s2::0, except in neighborhoods of finitely 
many points Sl, "', SN, which are zeros of £(s) with 
respective orders VI, "', V N. 

As we have already seen in equation (25), if n= 1, 
"', Nand m=l, "', VN, then 

~Jp2go'(u)e-ik8ntm_l [ikt(sn-u)]q 
gnm(U,t) 2: ----

(Zl-Sn)m q-O q! 

is an exact solution of (8). If we replace Sn by Sn * in the 
above formula, we get another exact solution of (8), 
hnm(t), because Sn * is a zero of £-(s) of order V n; hnm(t) 
is damped in time if Sn is not real. We suspect that the 
modes gnm and hnm ought to be included in the general 
solution gl(U,t) of (8), so we try to write that solution in 
the form . 

gl(U,t)= f"" V(s)H(u,s)e-ikstds 

-'" 
N Vn 

+2: 2: [Cnmgnm(u,t)+Dnmhnm(u,t)], (40) 
n=l m=l 

where V (s) and the coeff C nm and Dnm are to be deter­
mined from the given function gl(U,O)=G(u). Clearly, 
if we can find V (s), C nm, and D nm at all, they will depend 
linearly on G(u), so it suffices to consider only real G(u). 
If we set t=O in (40), we obtain, in the notation of (37), 
(38), and (39), 

H(u)= V+(u)£+(u)+ V_(u)£-(u), (41) 
where 

(42) 

If we can choose the const Cnm and Dnm so that H+(s) 
has a zero of order 2::vn at Sn and H_(s) has a zero of 
2:: vnatsn *, n= 1, .. " N, then the functions £+(s)-lH+(s) 
and £-(s)-lH_(s) will satisfy conditions (i) and (ii) of 
lemma 8, and therefore will be the V+(s) and V_(s) of 
some square integrable function V (x) of the real variable 
x which can then be found as V (x) = V+(x)+ V_ex). 

Thus we want to choose Cmn and Dmn in such a way 

that the expression 

f
OO G(u) N >n [ foo go' (u)du 
--du-vl2: 2: Cnm 

-00 u-s n=l m=l -00 (u-s)(u-sn)m 

f '" go' (u)du J 
+Dnm 

-00 (u-s)(u-sn*)m 

has zeros of order Vn at Sn and Sn *, n= 1, .. " N. From 
the equation 

1 1 

m 1 
-2:------

q-l (S-Sn)m+1-Q(u-s n)q 

and the fact that £+(s) and its first vn-l derivatives 
vanish at Sn, it follows that 

f
OO go' (u)du 

_00 (u,....s)(u-s,.)m 

£±(s) 
(43) , 

(S-Sn)m 

where £+ is used if -3s>O and £- is used if -3s<O. 
Equation (43) remains true if Sn is replaced by Sn *. 
Therefore we must choose C nm and Dnm so that 

(44) 

is analytic when -3s>O, and that (44) with.c+ replaced 
by £- is analytic when -3s<O. Therefore the coefficients 
C nm and D nm are given by 

1 f X.uG(u) 
Dnm*=C nm = --- (S-sn)m-1ds, 

21!"ivl £+(s) 
(45) 

where the contour of integration encircles Sn in the 
positive direction and includes no other zeros of £+. 
That (45) gives Cnm correctly is Cauchy's theorem, and 
Dnm is computed from (44) as a contour integral around 
Sn *, which, because G(u) is real, is the complex conjugate 
of the expression on the right in (45). 

We have proved that the general solution of (8) is 
(40) when gl(U,O)=G(u) is square integrable and £+(s) 
has no real zeros. If £+ (s) has real zeros our prQof breaks 
down unless G(u) is analytic in a neighborhood of each 
of those zeros so that the integral (45) can be evaluated. 

The question might arise, £+(s) is defined by (21); 
may it not follow that all zeros of £+(s) are simple, so 
that the foregoing discussion can be much simplified. 
The answer is negative and follows immediately from 
lemmas 8 and 9. Any function f(s) with properties (i) 
and (ii) of lemma 8 is X 8ugo' (u) for go' (u) = 1!"-l-3f(u), so 
by choosing an f(s) which takes the value vp-

2 to order 
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lin at Sn, we produce an £+(s) with a zero of order lin 

at Sn. 

One curious consequence of the fact that the V(s) and 
Cnm, Dnm in (37) are determined uniquely by gl(U,O) 
(and we have proved this) is that the "normal modes" 
of this particular mechanical system, that is the solutions 
of (8) whose time dependence is e- ik81 for some s, real or 
complex, do not form a complete set if £+(s) has re­
peated zeros. [Note added in proof. E. A. Frieman has 
called to the author's attention K. M. Case's paper, 
Annals of Physics 7, 293 (1959), in which Case asserts 
the contrary. Case has apparently generalized from +(s) 
with simple zeros to those with multiple zeros, having 
examined only the former problem in detail.] And if 
£+(s) has repeated real zeros and no zeros with -3s>O, 
Eq. (40) shows that all "normal modes" of the system 
are bounded, while there are also solutions gl(U,t) which 
grow like polynomials in time. In this special situation, 
a test for stability which consisted in looking for 
"normal modes" with -3s>O would lead to the erroneous 
conclusion that the system was stable. 

VIII. VALIDITY OF THE LINEARIZATION 

If the stability of a mechanical system is to be 
established by linearizing the equations of motion of 
that system, the argument must include a verification 
that if the neglected terms are initially small, they re­
main so forever. Even this is not a proof of stability, but 
it is the best one can do with the linearized equations, 
and a contrary result puts· positive assertions about 
stability in very serious doubt. It is the contrary result 
which confronts us in the present instance. 

Specifically, Eq. (4) was derived from Eq. (2) by 
neglecting E,oh/oq in comparison with E·of%q. We 
will restrict our attention to one-dimensional disturb­
ances, and will show that for steady distributions go(u), 
which are stable in the sense of Sec. V [i.e., for which the 
linear Eq. (8) has no explosive solutions] Ogl/OU grows 
linearly with time at a rate proportional to its initial 
amplitude. 

To simplify the discussion, we assume that gl(U,O) 
and go' (u) are analytic in a strip l-3u 1 :::; a in the complex 
u plane and that IIgo'(s)llyn, Ilgl(S,O)lllIn, and IIg1'(s,0)llyn 
are bounded for Iyl :::;aand n= 1,2. We also assume that 
there is a positive a such that 1.e-1(s) I:::;a and 
1 d£-l/dsl:::;a when -3s2: -a. These restrictions do not 
exclude that go(u) be the Maxwell distribution. 

If we differentiate (23) with respect to u, a term 
(U-S)-2 will appear inside the integral; it can be re­
duced to (U-S)-l by an integration by parts with 
respect to s. If the contour of integration is then moved 
down to -3s= -a, account being taken of the pole at 
s=u, the result is 

Ogl(U,t)/OU= -iktg1(u,t)+h1(u,t), (46) 

where h1(u,t), IIh~(u,t)1I1 and Ilh1(u,t)1I2 are bounded. To 
show that gl(U,t) does not approach zero as t ~ 00, we 

return to (23) and move the contour of integration down 
to -3s= -a, obtaining 

gl(U,t) = e- iku1[gl(U,O) 
+.e-1(u)go' (U)JC"vgl(V,O)]+ga(u,t), (47) 

where ga(U,t) behaves like e-akl as t ~ 00. The fact that 
the smoothness requirements of the present section lead 
to an indefinitely prolonged oscillation in gl(U,t) was 
pointed out by Landau.l 

From Eqs. (46) and (47) it is clear that IOgl/oul 
grows linearly with time, and will eventually dominate 
go'(u). 

There appear to be two possible difficulties with the 
foregoing argument, neither of which. is in fact a real 
difficulty. The first is that although ogl(U,t)/ou grows 
linearly with time, the term which has been neglected in 
the linearization of (2) is really Q(t)Ogl(U,t)/ au, Q(t) 
being the electric field times a factor depending on k. 
When gl(U,O) is analytic in a strip l-3ul :::;al in the 
complex u plane, and go(u) is a Maxwell distribution 
with rms thermal velocity (I, Landau1 has shown that 
Q(t) goes to zero exponentially with a decay rate which 
is the smaller of a1k and 

f=wp(1I'/8)1(kXD)-3 exp[ -t(kXD)-2], (48) 

where XD=U/Wp is the Debye shielding length. We will 
assume that al is so large that the decay rate is f. Thus 
eventually Q(t)Ogl(U,t)/ au becomes negligible as t ~ 00. 

In thermonuclear plasmas, however, f is in fact so very 
small that this Landau damping will not have time 
to become effective before the linearization fails. 
To get an idea of the orders of magnitude in­
volved, let go(u) = (211')lu-1 exp( -tu2ju2) and gl(U,O) 
=.8(211')-1(11-1 exp( -t(U-W)2/U12) where w, (J', Ul, .8 are 
positive constants. The expected size of .8 can be esti­
mated by noting that.8 is the total charge density of the 
initial disturbance, so the electrostatic voltage produced 
by the initial disturbance is q,=41!'Ne{Jk-2• In the 
velocity range 1 u-w 1 :::;Ul, which contains most of the 
disturbed particles, 

I
gl(U,O) I (3u3 

-- ~- exp(w2/2u2) 

go'(u) UIW 
(49) 

and 

I

Ogl(U,O)/oU! (3u3 
---- ~- exp(w2/2u2). 

go' (u) UI2w 
(50) 

Since lag1(u,t)/oul ~ktlgl(U,O)I, from (49) 

!

Ogl(U,t)/OU! (k(3U3) 
---- ~t - exp(w2/2(12) 

go'(u) UIW 
(51) 

when t is large. Unless Q(t) has become very small, the 
linear theory fails when the term on the right becomes 
comparable to 1, i.e., when 
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where K is Boltzmann's constant and T is the tempera­
ture of go. If T= 1()4 ev and]l.' = 1015 cm-a, as one might 
expect in a typical thermonuclear plasma, then AD= 2.4 
X 10--a cm. For a disturbance in which cJ> is initially 1 v, 
W= 20",111=0/2, and k= 211' cm-t, (52) gives wpt"'"4X 108. 
Thus the linear theory will be valid for about 6Xl07 

plasma oscillations or about 2.2X lQ-4 sec, since Wp= 1.8 
Xl012 seci • The Landau damping rate (48) is, in the 
present instance, about exp( - 2.3X loa) sect, so that no 
observable Landau damping occurs. It should be noticed, 
incidentally, that our choice cJ>= 1 v makes (3 so small 
that the right side of (50) is much less than 1, which is 
the condition for the applicability of the linear theory 
near time t=O. 

The second possible difficulty with the foregoing argu­
ment that the linear theory eventually fails is that the 
discussion so far has been restricted to disturbances 
whose initial x dependence involved a single pure wave 
number. Will the argument still be valid for real dis­
turbances with broad wave-number spectra? That it 
will can be seen immediately from (46) and (47). If we 
take inverse Fourier transforms with respect to k in (46), 
we obtain 

h(x,u,t)=](x-ut, u)+ !a(x,u,t), (53) 
where 

jex,u) =!11' foo [gl (k,u,O) 
-00 

+ £-1 (k,u)go' (U)Xuvgl (k,v,O) Jeikzdk (54) 

and a! al au is bounded as t ~ ClO. The convergence of 
the integral defining ](x,u) is assured by the assump­
tions made at the beginning of the present section, and 
in fact](x,u) is integrable with respect to u and square 
integrable with respect to x. Obviously a hi au is linear 
in t for large t. 

IX. CONCLUSIONS 

In a collisionless plasma whose protons are fixed and 
whose electrons have a steady Boltzmann distribution 
function go(u) with integrable derivative, we have 
shown (Sec. III) that no disturbance gl(k,u,t) in the 
electrons' distribution can grow too rapidly to have a 
Laplace transform, and in fact that none has a growth 
rate larger than the plasma frequency of the steady 
distribution. We have then shown (Sec. IV) that if g(u) 
is integrable, the linearized Boltzmann equation has a 
solution gl(U,t) for which gl(U,O)=g(u), and we have 
shown that Landau's expression for that solution is 
valid; it is not necessary to assume that go(u) and g(u) 
are analytic in a strip in the complex u plane. 

We have examined (Sec. V) Landau's criterion for the 
stability of a plasma, namely the existence of zeros of 
£(s)=k2wp

2-fgo'(u)(U-S)-ldu in the closed upper 
half-plane; we have used a definition of stability differ­
ent from Landau's, namely that not only should the 
voltage produced by the disturbance remain bounded, 

but the disturbance gl(U,t) in the distribution function 
of the electrons should remain small in the sense that 
f 1 gl (u,t) 1 du remains bounded. We have shown that 
stability depends on the smoothness of the initial dis­
turbances gl(U,O) which we permit. If we restrict our­
selves, as did Landau, to disturbances analytic in a 
strip 13ul:::;a in the complex u plane, then when £(s) 
has zeros with 3s>0, or multiple zeros with 3s=0, 
go(u) is certainly unstable. When £(s) has no zeros with 
3s>0 and only simple zeros with 3s=0, then, with 
certain added smoothness conditions on go and inte­
grability conditions on gl(U,O), go is stable. If £(s) has no 
zeros with .3s~o, and if further 1£(s)1 is bounded 
below when 3s>0, then we need assume only that 
go'(u) and gl(U,O) are integrable and square integrable 
or that go'(u) is integrable and gt'(u,O) is integrable and 
bounded in order to prove that go(u) is stable. However, 
if we permit disturbances gl(U,O) integrable but not 
square-integrable, even the Maxwell distribution is 
unstable. And if £(s) has a real zero of first order and 
we permit all integrable, square integrable disturbances, 
go(u) is unstable. 

In Sec. IV, we have applied these criteria to several 
examples. If a w exists such that (w-u)go'(u»O when 
u~w, we have shown that, under certain mild condi­
tions of smoothness, go(u) is stable to integrable, square 
integrable disturbances. As a consequence, we have 
shown that, with a mild smoothness conditiori, all 
isotropic, three-dimensional distributions !o(q) are 
stable to integrable, square integrable disturbances. In 
particular, the Maxwell distribution is stable. 

An entirely different approach to the initial value 
problem, Van Kampen's expansion in normal modes, 
has been examined in Sec. VII. It has been shown that 
Van Kampen's normal modes with real frequencies are 
complete only when go(u) is stable, and that Van 
Kampen has implicitly introduced the assumption of 
stability (which he never makes explicit) by restricting 
his attention to isotropic, three-dimensional distribu­
tions. The modification of Van Kampen's scheme for 
unstable u is worked out when £(s) has only finitely 
many zeros with 3s~0. It is shown that the normal 
modes (defined as solutions with exponential time de­
pendence) are no longer complete, and that as a result 
examination of those modes alone can lead to the 
erroneous conclusion that an unstable go(u) is stable. 

Finally, in Sec. VIII, we examine the basis for the 
linearization, namely that ogl(u,t)1 au remains negli­
gible in comparison with go'(u) if it began so. We find 
that for sufficiently smooth go(u) subjected to suffi­
ciently smooth disturbances gl(U,O), the linearization is 
not justified indefinitely; in fact Ogl(U,t)/ou grows 
linearly with time at a rate proportional to its initial 
amplitude. An example shows that this growth is not 
always so slow as to be negligible in practical problems. 
In consequence, serious doubt is cast on any positive 
conclusions about stability obtained from the linear 
theory. 
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The density expansions of the pair distribution function and potential of average force are analyzed topo­
!ogicall~ in t~rms of cut~ing poin~ and .bifocal points. The analysis leads to conversion of the expansions 
Illt? senes. wIth cluster mtegrals mvolvmg products of the total correlation functions, h(r)=g(r)-l, at 
~llte densIty, rather than the usual zero-density Ursell j-functions. An integral equation for the pair pote.­
hal of average force and the pair distribution function is thus obtained. The equation is formally exact and 
closed in pair space, involving no triplet distributions such as occur in the treatments of Kirkwood and 
Yvon-Born-Green. Solution of the equation also yields directly the Ornstein-Zernike direct correlation func­
tio~. Equations for t~e free energy in terms of the direct correlation function are presented, thus providing a 
umfied and self-consIstent treatment of all thermodynamic properties of a many-body system. The relation 
of ~e. ~ew equa~ion. to the Ornstein-Zernike theory of liquids and to phase transitions is discussed. The 
possIbility of denv~tlOn for condensed phases is briefly noted. A simple approximation, involving only the 
convolutory terms III the cluster expansions of correlation functions, is proposed. 

1. INTRODUCTION 

T HE present series of papers deals mainly with the 
systematic application of the methods of graph 

theory to the summation of cluster integral series for 
distribution and thermodynamic functions of classical 
many-body systems. In the previous publications of this 
seriesl - 3 we have obtained highly summed expressions 
for t,he pair ("radial") distribution function, free en­
ergy, and pressure of fluids. It has been noted3 that 
the repeated summation of certain well-defined classes 
of graphs in the density expansions of the potential of 
average force and the pair distribution function results, 
in the limit, in an integral equation which, within a 
more general framework, permits a formally exact 
treatment of a many-body system. The present publica­
tion deals, in part, with the details of that development. 
An equivalent formal treatment has recently been 
published by J. M. J. van Leeuwen, J. Groeneveld, and 
J. de Boer.4 However, the main subject of our present 
publication consists of an attempt at the elucidation of 
the physical meaning underlying the formal classifica­
tion of cluster graphs. We emphasize the close con­
nection of our treatment with the Ornstein-Zernike 
theory of liquids· and thus with the problem of phase 
transitions. Such an elucidation of the precise physical 
meaning of entire classes of cluster graphs is certainly 
necessary if the formal theory is to be applied to actual 
physical models of many-body systems. So far it has 

been carried out only for sums of the simplest kinds of 
graphs (chain and ring integrals), both in classical and 
quantum systems. We hope that the developments in 
this and in succeeding publications will ultimately lead 
to an understanding of the meaning and application of 
the exact theory and of the approximations derived 
from it. 

The classical treatment of the many-body problem 
involves two main techniques. In the case of gases the 
prevalent method is that of density expansions (virial 
expansions), using the cluster integral technique origi­
nated by Ursell, and further developed by Mayer and 
collaborators.s This method is rigorous within the limits 
of superposition of direct pair potentials, and the radius 
of convergence of a Maclaurin series in number density.7 

In practice, however, already the calculation of the 
fourth virial coefficient in a density expansion of pres­
sure (and the corresponding coefficients of density ex­
pansions of the potential of average force and the pair 
distribution functionS) has not proven feasible analyti­
cally except in the case of a fluid of hard spheres with 
no attractive interaction.9 Thus, density expansions are 
useful principally for gases at low density, even though 
there is no evidence to the effect that, in the absence of 
phase transitions, their radii of convergence do not 
extend to large values of this parameter. 

The work of McMillan and MayerlO has shown that 
the expressions for the coefficients in density expansions 
of distribution and thermodynamic functions of dis-

* Reported at the American Physical Society Annual Meeting, 
New York, Jan. 27-30, 1959; and at the International Plasma 6 H. D. Ursell, Proc. Cambridge Phil. Soc. 23, 685 (1927)' 
Physics Institute, Seattle, Washington, Aug. 31-Sept. 5, 1959. J. E. Mayer and M. G. Mayer, Statistical Mechanics Oohn Wiley 
Ml!ch of the work reported in this paper was done during 1958 & Sons, Inc., New York, 1941). 
while the author was at the Stanford Research Institute. 7 B. Kahn and G. E. UhIenbeck, Physica 5, 399 (1938). 

1 E. Meeron, Phys. Fluids 1, 139 (1958). 8 The coefficient of the nth power of density in the virial ex-
2 E. Meeron, J. Chern. Phys. 28, 505 (1958); errata ibid 29 pansion of pressure corresponds to the coefficient of the n-2-nd 

444 (1958). . , power of density in the expansions of pair distribution function 
: E. Meeron and E. R. Rodemich, Phys. Fluids 1, 246 (1958). and potential of average force. 

J. M. J. van Leeuwen, J. Groeneveld, and J. de Boer, Physica ~. Majumdar, Bull. Calcutta Math. Soc. 21, 107 (1929); B. R. A. 
25, 792 (1959). NIJboer and L. van Hove, Phys. Rev. 85, 777 (1952). 

6 L. S. Ornstein and F. Zerni~e, Proc. Acad. Sci. Amsterdam 17, 10 W. G. McMillan and J. E. Mayer J. Chern. Phys. 13 276 
793 (1914); see also L. Goldstem, Ann. Phys. 1,33 (1957). (1945). " 
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persed phases have the same form as for gases, if the 
direct pair potentials appearing in the latter are re­
placed by the pair potentials of average force at infinite 
dilution of the disperse phase. Thus, the density ex­
pansion method is, in principle, applicable to systems 
such as solutions, impurities, holes in semiconductors, 
etc. Here, in addition to the difficulty of evaluating the 
higher coefficients, we are confronted with the fact that 
the form of the potentials of average force at infinite 
dilution is not known for most substances. The method, 
however, has been applied to ionic solutions where a 
physically plausible form for the pair potentials of 
average force at infinite dilution is provided by the 
Coulombic potential combined with the experimentally 
determined (and temperature dependent) dielectric 
constant of the solvent.n Recently, an elegant applica­
tion of density expansions to dilute random ferromag­
netic systems has been developed by Brout.12 

The other principal method for determining correla­
tion and thermodynamic functions is due to Kirkwood,13 
Born and Green, and Yvon.14 The method consists of 
differentiating the original partition function with re­
spect to a parameter pertaining to a single particle. One 
then obtains an exact integral or integrodifferential 
equation which involves both the pair and triplet dis­
tribution functions. Since all thermodynamic functions 
can be calculated when the pair distribution function is 
known, we could, in principle, derive all the equilibrium 
properties of our many-body system if we had an exact 
relation between the triplet and pair distributions, in 
addition to the integral equation. Such a relation is 
not known. An approximation which has been widely 
used, known as the Kirkwood superposition principle,13 
consists of assuming that the triplet distribution is the 
product of the three pair distributions (or, equiva­
lently, that the triplet potential of average force is the 
sum of the three corresponding pair potentials). The 
superposition principle has been shown to be exact to 
the first order in the coupling parameters of the par­
ticles involved.1s Its application yields the exact second 
and third virial coefficients in the density expansion of 
pressure.16 Beyond that, however, the superposition 
principle is certainly not exact. Thus, e.g., its use 
destroys the consistency between the expression for 
pressure as obtained from the virial theorem and that 
derived from the compressibility integra1.9 ,17 An even 
more serious inconsistency arises from the fact that the 
superposition approximation destroys the symmetry of 
the pair distribution function with respect to inter-

U J. E. Maxer, J. Chern. Phys. 18, 1426 (1950); E. Meeron, 
ibid. 26, 804 (1957); 28, 630 (1958). 

12 R. Brout, Phys. Rev. 115, 824 (1959). 
13 J. G. Kirkwood, J. Chern. Phys. 3,300 (1935). 
14 J. Yvon, Actualiues Scientifiques et I ndustrielles (Herman et 

Cie, Paris, 1935); M. Born and H. S. Green, Proc. Roy. Soc. 
(London) A118, 10 (1946). 

15 J. G. Kirkwood and J. C. Poirier, J. Phys. Chern. 58, 591 
(1954). 

16 However, see Appendix to reference 1. 
17 Hart, Wallis, and Pode, J. Chern. Phys. 19, 139 (1951). 

change of the two particles involved, even though such 
symmetry is demanded by the very definition of that 
function. 

In the present publication we derive an exact integral 
equation for the pair potential of average force, i.e., 
for the pair distribution function. The derivation 
follows from topological analysis of the structure of the 
cluster coefficients in the density expansions of the 
potential of average force, pair distribution function, 
and the Ornstein-Zernike direct correlation function." 
This analysis is carried out by the methods employed 
in previous publications,1-3 employing the fundamental 
chain and ring summation technique devised by 1\1on­
troll and Mayer.'S The resulting rigorous integral 
equation, while formally closed (i.e., involving only 
pair distribution functions), contains a term given by 
an infinite series of finite-density cluster integrals, thus 
necessitating an approximation of some form. Such an 
approximation is in fact readily found, and will be dis­
cussed in detail in the following paper in this series.19 

In the next paragraph of this section we describe the 
notation used throughout this paper. The following sec­
tion includes a brief description of cluster expansions 
of potentials of average force, distribution functions, 
and free energy, and topological analysis of the clusters 
involved. In the third section we derive and discuss the 
new integral equation. The Ornstein-Zernike direct 
correlation functionS and a new formula for the free 
energy form the subject of the fourth section. Section 5 
is devoted to a general discussion, including the relation 
of the singularities of the new integral equation to 
phase transitions, and the derivation20 of that equation 
without recourse to Maclaurin series in number density. 
Such a derivation would extend the validity of the 
equation to include condensed phases. 

In this exposition we deal principally with one­
component systems, for the sake of clarity. However, 
the final equations are readily extended to include 
multicomponent systems, using the multicomponent 
notation introduced in a previous publication.21 These 
equations are given in the Appendix. 

Three-dimensional Fourier transforms of functions 
dependent on spatial vectors are extensively used in 
this publication. We denote such transforms by the 
same symbols as the original functions, except that the 
"Fourier space" variables, k, kl' etc., will be used in­
stead of the original vectors r, r" R, etc. Thus, in 
general, 

G(k)= f G(r) exp(ik·r)dr, (Lla) 

G(r)= (2'/I-)-3! G(k) exp( -ik·r)dk. (Ub) 

18 E. W. Montroll and J. E. Mayer, J. Chern. Phys. 9, 626 
(1941). 

19 E. Meeron, submitted to Phys. Rev. 
2\) E. Meeron (to be published). 
21 E. Meeron, J. Chern. Phys. 27, 1238 (1957). 
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Integrals over the coordinate space of a set n of n 
particles will be denoted by a single integration sign and 
a single differential; any function F(rI,' .. ,c,,) of the 
coordinates of the particles of that set will be denoted 
by F(n); the set of coordinates rI, .. ,c" will be de­
noted by (n), 

f··· fF(r I '" 'r,,)drI" ·drn = fF(n)d(n). (1.2) 
1 " 

Since we are dealing with a single component system, 
in general we omit subscripts on functions pertaining 
to a definite set of particles. When such identification 
is necessary, we use the notation Wik(Rik) and W(ik), 
etc., interchangeably, according to circumstances. The 
multi component notation21 will be used in the appro­
priate equations. 

2. DENSITY CLUSTER EXPANSIONS OF DISTRIBUTION 
FUNCTION AND FREE ENERGY 

The pair ("radial") distribution function g(ri,rj) 
= g(ij) of particles i and j is usually defined by the 
statement that p2g(ij) is the probability density of 
finding particles i and j at the set of coordinates (ij) 
= c;,rj, in an infinite system at average number density 
p. In a translation-invariant system (e.g., in the absence 
of external fields), the pair distribution function de­
pends only on the relative coordinates of the two 
particles: g(ij)= g(rii) = g(R). 

Potentials of average force may be defined in many 
ways.22 For our purposes, the most convenient defini­
tion of the pair potential of average force is 

W(ij) = W(R)= -kT Ing(R), (2.1) 

where k is the Boltzmann constant and T is absolute 
temperature. In a system at zero density, containing 
only the two particles i and j, the potential of average 
force reduces to the direct pair potential U(ij) = U(R) 
and the pair distribution function reduces to the well­
known Boltzmann factor. It is therefore convenient to 

P(ij;1): A 
P(ij;2):2n .. 2[/1 + 2 ~ 

"rx1+1><1 
FIG. 1. Examples of graphs in P(ij; n). Numbers before graphs 

indicate the number of times the corresponding topological type 
of product of j-bonds appears in the sum, and result from the 
number of ways in which particles of n may be distributed among 
the nodes. Particles i and j are indicated by black dots and par­
ticles of n by circles. 

22 See, e.g., T. L. Hill, StatisticaJ Mechanics (McGraw-Hill 
Book Company, Inc., New York, 1956), for a survey. 

write 
W(R)= U(R) -kTe(R; p) (2.2) 

and 

g(R)=[exp-~W(R)J=exp[ -~U(R)+e(R; p)] 
=exp[ -~U(R)}y(R; p), (2.3) 

where ~= 1/kT. These definitions effect a separation 
between the density-independent, direct components of 
g(R) and W(R), and the density-dependent, indirect 
functions 'Y(R; p) and e(R; p), respectively. Obviously, 
we have e(R; 0)=0 and 'Y(R; 0)= 1. 

For one-component systems, Mayer and Montro1l23 

have proved important combinatory theorems concern­
ing the structure of coefficients in the density expan­
sions of e(R; p) and 'Y(R; p). We have 

P"f 'Y(RiP)=l+L - P(ij;n)d(n). 
n~l n! 

(2.4) 

The integrands P(ij; n) are products of the Ursell 

Q(ij;1): A 
Q(ij;2): 2n .. 2V1 + 2~ 

.. 1XJ (NO 1><1) 
FIG. 2. Examples of products in Q(ij; n). 

J-functions, 
J(lm) = exp[ -~U(lm)J-1, (2.5) 

of pairs of particles 1 and m belonging to the set ij+n. 
These products are defined in terms of the topological 
connections among the particles of this set. We repre­
sent each particle by a small circle (node), and each 
J-function containing the coordinates of a given pair of 
particles by a line connecting the corresponding pair 
of nodes. The two particles are then said to be directly 
connected. A pair of nodes may also be indirectly con­
nected, through one or more intermediate nodes; such 
connections can be made by one or several paths. When 
a node is connected to another node by at least two 
paths, either directly or through mutually exclusive 
sets of intermediate nodes, the pair is said to be multiply 
connected.24 A node connected to a set a of two or more 
other nodes, either directly or by paths involving mutu­
ally exclusive sets of intermediate nodes,24 is said to be 
independently connected to the nodes' of the set a. The 
integrands P(ij; n), called P-sums, are sums of all 
possible products of J-functions in which each particle 
of the set n is connected independently to particles i 

23 J. E. Mayer and E. W. Montroll, J. Chern. Phys. 9, 2 (1941). 
24 The intermediate nodes may also be connected among 

themselves. 
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and j, and particles i and j are not connected directly 
one to the other. Graphs describing some products in 
the sums P(ij j n) are given in Fig. 1. It should be noted 
that these graphs may be regarded as the classical 
analogs of the duals26 of the diagrams employed by 
Feynman,26 and by Lee and Yang.27 The direct quan­
tum-mechanical analog of our diagrams is provided by 
the graphs used by Montroll and Ward28 and by 
Levine.29 

The potential function e(R,p) was shown by Mayer 
and Montroll23 to be given by 

pn

f e(R,p)= L - Q(ijj n)d(n). 
n;::1n! 

(2.6) 

Here the integrands Q(ijj n) (Q-sums) are sums of all 
possible products of Mayer i-functions, defined in the 
same manner as the P-sums, but with the further re­
striction that nodes of the set n must now also be con­
nected among themselves independently of nodes i and 
j, i.e., without involving these nodes. Examples are 
given in Fig. 2. Equations (2.5) and (2.6) were later 
extended to multi component systems.21 

FIG. 3. Examples of products containing cutting points (indicated 
by arrows). These are the products constituting ,.(R). 

The corresponding density expansion for the coordi­
nation energy density (the Helmholtz free energy of 
interaction per unit volume) -!3FiV-1 was obtained for 
one-component systems by Born and Fuchs,30 and later 
extended to multicomponent systems.a1 We have 

-{JF; P"f 
-=A(p)= L - R(n)d(n), 

V ,,;::2 n! 
(2.7) 

where V is the volume. The integrands R(n) here are 
sums of products of i-functions in which all particles 
of the set n are mUltiply connected. The only exception 
is R(2) which consists simply of the single i-function 
f(ij). The integrations are carried out over the co­
ordinates of all particles of the set n, except one, with 

26 The dual here is obtained on replacing point by line, and 
line by point, in the original diagl"am. 

•• R. P. Feynman, Phys. Rev. 76, 749, 769 (1949). 
27 T. D. Lee ant;! C. N. Yang, Phys. Rev. 113, 1165 (1959). 
28 E. W. Montroll and J. C. Ward, Phys. Fluids I, 55 (1958). 
29 H. Levine, Phys. Fluids (in press). 
30 M. Born and K. Fuchs, Proc. Roy. Soc. (London) AI66, 391 

(1938). . 
31 K. Fuchs, ibid. A179, 408 (1942). 

FIG. 4. Graphs with no cutting 
points. These constitute r(R). 

respect to the coordinates of that one partide,32 The 
pressure P is now given by 

o 
!3P=p-p-A(p)+A (p). 

op 
(2.8) 

This relation was also extended to multicomponent 
systems.21

•
31 In practice, a more useful quantity is 

given by the coordination energy per particle 

-{JFiN-1=A(p)/p=S(p). (2.9) 

The equation for pressure now becomes 

o 
!3P=p_p2-S(p). 

op 
(2.10) 

3. THE PROTOTYPE EXPANSION AND THE 
INTEGRAL EQUATION 

After the introductory definitions of Sec. 2, we are 
ready for more detailed topological analysis of the 
graphs constituting the Q-sums and P-sums. A little 
reflection will show that the P-sums are, in effect, 
products of the Q-sums (Figs. 1 and 2). Therefore, we 
shall confine the detailed analysis to the Q-sums, and 
present the final results for 'Y(R; p) in terms of e(R; p). 
First, we note that the graphs belonging to the Q-sums 
may be divided into two classes. In Fig. 3 we have the 
first class of the Q-graphs. These are all characterized 
by the fact that each graph can be separated into two 
or more graphs by cutting at one or more points. These 
points of separation are known in graph theory as 
cutting points (or articulation points). On the other 
hand, we have the second class of graphs, depicted in 
Fig. 4, which cannot be thus separated into two or 
more connected graphs. In other words, these graphs 
contain no cutting points. 

We separate the two types of graphs in each Q-sum 
and put each type in a separate integral. The sum of 
the integrals of all graphs containing cutting points 
(with each integral multiplied by the appropriate 
factor pn / n!) is denoted by T (R; p) and called the T­

sum. It should be emphasized that this sum contains 
parts of each integral of Q(ij; n), n= 1 to 00. The corre­
sponding sum of all integrals of graphs containing no 
cutting points is denoted by r(R; p). Clearly, the first 
term in this r-sum starts with n=2 (see Fig. 2). Thus, 

32 It should be noted that perhaps the simplest and most gen­
erally applicable derivation of the cluster ~nsion of A (p) has 
been recently devised by Brout (reference 12). 
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vZ1- ~--~ 
-~-~ 

formally, we may write 

FlG. 5. r-graphs con­
taining bifocal points 
(indicated by arrows). 

E(R,p) = T(R,p)+t(R,p). (3.1) 

Let us now take a look at the T-sum (Fig. 3). Let us 
define adjacent cutting points by the statement that 
there are no other cutting points between two such 
adjacent cutting points (or between a cutting point and 
node i or j to which it is adjacent). Between such two 
points there are only subgraphs which contain no 
cutting points. These subgraphs, however, contain not 
only graphs from the .I-sum but also their products, and 
products of graphs from the T-sum. In addition, each 
adjacent pair of cutting points may be connected by a 
direct f-bond. The only type of connection not allowed 
here is any single graph from the T-sum. Since the nodes 
in the subset between adjacent cutting points are con­
nected to the rest of the nodes only through these two 
cutting points, we can integrate over the coordinates of 
the connecting subset separately, and the integral will 
be a function only of the relative coordinates of the two 
adjacent cutting points. From this factorization of the 
integral it follows that we may sum over all possible 
subsets between these cutting points, and all allowed 
combinations of connecting subgraphs. Now, all possible 
connections between the adjacent cutting points in­
cluding the direct f-bond, are given by the functio~ 

her; p)= [1+ f(r)]-y(r; p)-I= g(r)-1. (3.2) 

This can be seen as follows. Any two nodes from the 
set n (or node i or j and one node from the set n) can 
be connected by a direct f-bond, by a Q-graph, by a 
product of Q-graphs, or by a f-bond combined with 
either of the two previous types of connection. All con­
nections ~ia a single Q-graph would thus be given by 
E(r;p), wIth r the vector from one node to the other. 
Connections via a product of s Q-graphs are then given 
by [E(r; p)]8; this includes all possible combinations of 
products of different or identical Q-graphs. However 
~any identical graphs would thus be counted man; 
tImes over, even though they correspond to the same 
f-bond product. (Thus, e.g., in P(ij; 2), Fig. 1, inter­
change of the two nodes of the set 2 in the last graph 
does not result in a new i-bond product). From straight­
forward combinatory arguments it follows ll that 
[E(r; p)]" has to be divided by s! in order to avoid such 

a mUltiple counting of identical i-bond products. Thus, 
summing over all s from 1 to 00, we get just exp[ E (r ; p) ] 
-1 = 'Y( r; p) -1. This combination does not contain the 
direct i-bond. Therefore we add i(r)[y(r;p)-1], and 
finally we add the single bond fer). The sum is just the 
function her; p) of Eq. (3.2). This function, however, 
contains also all single Q-graphs, including those with 
cutting points, i.e., it contains the entire T-sum. Since 
the T-sum contains cutting points, it has to be excluded 
from among the allowable subgraphs connecting any 
two adjacent cutting points. This is done simply by 
substracting T(r; p) from the function her; p) defined in 
Eq. (3.2). Thus we define the function e(r; p) connecting 
any two adjacent cutting points in the T-sum by 

e(r; p)=h(r; p)-T(r; p). (3.3) 

Now, consider the Mth term in T(R), containing n 
cutting points. The integration is over the coordinates 
of the M particles, and the integral is multiplied by the 
factor pM / M! The M particles are divided into the n 
particles constituting the cutting points, and into n+ 1 
subsets each of which contains a". particles, with 
1 :::; m :::; n+ 1. Each subset of am particles is located on 
a graph with a". nodes and no cutting points. The set 
M can be divided into the subsets n and a". in M 1/ 
n !al!' .. an+l! ways. The factor M! is cancelled by the 
factor 1/ M! before the integral, and the factors 1/ a". !, 
each multiplied by pm (taken from pM), are absorbed 
into the appropriate terms of the functions e(r; p). 
This leaves the total integral multiplied by pn/n! 
However, the n cutting points can be distributed in n! 
ways between particles i and j. Thus, the factor 1/ n ! 
is cancelled, and we obtain 

T(R;p)= L pnfe(i1;p)e(12;p) ... 
n2:l 

Xe(n-1, n; p)e(nj; p)d(n), 

e(lm; p) =e(rlm ; p). 

(3.4) 

This equation represents simply a grouping of terms in 
the T-sum according to increasing number of cutting 
po~nts. As we shall see later (Sec. 4), the function e(r; p) 
IS Just the Ornstein-Zernike direct correlation function. 6 

We now take the Fourier transform of both sides of 
Eq. (3.4), using the convention of Eq. (1.1). Applying 
the multiple convolution theorem on Fourier trans-

FIG. 6. r-graphs with no 
bifocal point;s. These are 
the prototypes. 
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Prototype Derived bifocal graphs 

etc. 

FIG. 7. Derivation of graphs containing bifocal points 
from prototypes. 

forms,33 :we:o bt ain 
p[e(k; p)]2 

r(k; p)= L pn[e(k; p)]n+l (3.5) 
n~1 1-pe(k; p) 

By using Eq. (3.3), rearranging, and inverting, we have 

r(R)~p f h(R-r)[h(r)-r(r)]dr 

=p J h(R-r)[h(r)-E(r)+rtr)]dr. (3.6) 

In~Eq. (3.6) and from now on omit the variable p from 
our:functions, their density dependence being implied.34 

Equationl(3.6), on substitution in (3.1), yields 

E(R)~p f h(R-r)[h(r)-E(r)+t(r)]dr+t(R). (3.7) 

Since her) is given in terms of e(r) [Eqs. (3.2) and 
(2.3)], we have here an integral equation involving two 
unknown functions, and we must express one in terms 
of the other. In order to do this, let us take a closer 
look at the graphs included in t(R). We note that these 
graphs can be again classified into two groups. In Fig. 
5 we have some f-graphs which are characterized by 
the fact that each of these can be separated into two or 
more graphs by cutting at one or more pairs of nodes. 
Each of the resulting separate graphs contains at least 
one node, and nodes i and j must remain in the same 
graph. The pairs of nodes at which separation of the 
original graph is effected will be called field bif oeal 
points, or, briefly, bifocal points.36 In Fig. 6 we have 

33 A general derivation is given in the Appendix to the third refer­
ence in footnote 11. The theorem was first published by Montroll 
and Mayer (reference 18). .. ., 

M Strictly speaking, the present denvatIon of Eq. (3.6) IS valid 
only for Ipc(k)1 <1. When Ipc(k)I2:;1, Eq. (~.5) is ~n a~alyt~c 
continuation for r(k). However, this analytIC contmuatIon IS 
justified by the fact that the equivalence of Eqs. (3.4) and (3.6) 
is easily proven by induction. ., . 

35 The definition of a (general) bifocal pomt would not mvolve 
the restriction on nodes i and j to remain in the same graph. We 
omit the prefix "field". throughout the present l?aper for the sake 
of brevity. Trifocal pomts and focal pomts of hi~her o!der can be 
defined in an entirely analogous manner. A cuttmg pomt now be­
comes a (general) unifocal point. 

some f-graphs which contain no such bifocal points. 
These f-graphs will be called prototypes. We now note 
that any graph of the first group (containing bifocal 
points) is derived from a prototype on replacing the 
direct f-bond in the prototype by the appropriate sub­
graph (Fig. 7). Clearly, all these possible subgraphs are 
included in the function her). Thus, the f-sum may be 
contracted as follows: 

pn

f f(R)= L - Z(ij; n)d(n). 
n~2 n[ 

(3.8) 

Here the integrands Z(ij; n) are sums of all possible 
products of functions her) connecting the particles of 
the set ij+n in pro type patterns. In Fig. 8 we have the 
graphs describing Z(ij; 2) and Z(ij; 3). 

Equations (3.7) and (3.8) provide, in principle, a set 
of equations closed in pair space whose solution would 
yield values for the pair potential of average force 
W(R), the pair distribution function g(R), the total 
correlation function heR), and the direct correlation 
function c(R). Of course, their practical application is 
limited by the fact that t(R), Eq. (3.8), is an infinite 
series of highly connected cluster integrals. Further 
discussion of Eqs. (3.7) and (3.8) is postponed to the 
last section. However, we would like to note here that, 
within the limits of validity of density expansions, 
these equations are exact. 

The prototype expansion of the pair distribution 
function is now readily obtained from Eqs. (2.3). 

g(R)=exp[ -j3U(R)+r(R)] 

X[l+ L pnfH(ij; n)d(n)], (3.9) 
n~2 n[ 

with r(R) given by Eq. (3.6). The sums H(ij; n) are 
sums of all possible products of graphs of Z(ij; m), de­
rivable within the set ij+n. Thus, we have H(ij; 2) 
=Z(ij; 2), H(ij; 3)=Z(ij; 3), but H(ij; 4)=Z(ij; 4) 
+4[Z(ij; 2)]2. 

A comparison of the prototype expansions with the 
original Mayer-Ursell cluster expansions may be of 
interest. Instead of the direct pair potentials U(r) in 
the density expansions, we have the pair potentials of 

Z(ij;2) ~ I><1 

FIG. 8. Graphs describing Z(ijj 2) and Z(ijj 3) in the 
prototype expansion. 
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average force in the prototype expansions, and a large 
number of graphs included in density expansions is 
missing from prototype expansions. It should be empha­
sized that the bonds in prototype expansions are 
density dependent. Finally, we would like to note that 
the prototype expansions seem to represent a complete 
summation of the density cluster expansions. Any fur­
ther summation of prototype graphs would necessitate 
analytic methods for evaluation of n-polar integrals (as 
opposed to the relatively simple bipolar integrals em­
ployed in convolutions). Such techniques do not appear 
to be available at present. Furthermore, the combina­
tory problems involved are quite formidable. 

The derivation of the corresponding prototype ex­
pansion for the coordination energy density is con­
siderably more complicated. This derivation forms one 
of the subjects of the next paper in this series.19 

4. THE DIRECT CORRELATION FUNCTION AND THE 
ORNSTEIN-ZERNIKE INTEGRAL EQUATION 

As we have mentioned in the previous section, the 
function c(R) is the direct correlation function first 
defined by Ornstein and Zernike. 6 •36 As is well known, 
the function h(R)=g(R)-1 correlates total density 
fluctuations at the two points separated by R, includ­
ing also the effects of indirect correlations through all 
the remaining particles of the system. This interpreta­
tion can be seen from the following considerations. The 
average density around a particle j when particle i is 
fixed at R= lij is given by pg(R). However, the average 
density in the system is p. Thus, the mean density 
fluctuation aroundj, due to the presence of particle i is 
given by pg(R)-p=ph(R). The physical meaning of 
the direct correlation c(R) is not quite as simple. How­
ever, the function is mathematically clearly defined by 
the Ornstein-Zernike:integral equation 

heR) =c(R)+p j h(R-r)c(r)dr. (4.1) 

Equation (4.1) expresses the fact that the total correla­
tion heR) in density fluctuations is the sum of the direct 
correlations c(r) from all points in the system. From 
this interpretation it is seen5 that the direct correlation 
function c(R) is finite and of short range even at critical 
points. 

We now proceed to outline the proof that the direct 
correlation function is indeed given by the relation (3.3). 
The density expansion of c(R) may be written as a 
Maclaurin series, 

p" [anC(R)] 
c(R)= L: -cn(R), c,,(R)= -- . 

n2':O n! apn p~o 
(4.2) 

36 In the original publication, Ornstein and Zernike use the 
symbol j(r) to denote peer), and the symbol g(r) to denote ph(r). 
The present notation is adopted in order to avoid confusion with 
the usual symbols for the pair distribution function and the 
Ursell j-function. 

Now, Eq. (3.3) means that each coefficient in the 
density expansion of c(R) includes only those graphs 
from the corresponding coefficient in the expansion of 
heR) which contain no cutting points. On letting p=O 
in Eq. (4.1), we obtain 

co(R) = ho(R) = feR). (4.3) 

On differentiating Eq. (4.1) once with respect to p, 

letting p=O, and rearranging, we obtain 

cl(R) =hl(R)- f ho(R- r)co(r)dr 

=hJ(R)-f f(R-r)f(r)dr. (4.4) 

But from the density expansion of g(R), Eqs. (2.3) and 
(2.4), and the definition heR) = g(R) -1, it follows that 

h1(R)=exp[ -!3U(R)] f P(ij; l)drl 

= [1+f(R)]jf(R-r)f(r)dr. (4.5) 

Equations (4.5) and (4.4) yield 

cl(R) = J f(R)f(R- r)f(r)dr. (4.6) 

The graph corresponding to this expression (triangle 
with i, j, and 1 as vertices) has no cutting point. Thus, 
our statement is true for the zeroth and first terms in 
the density expansion of c(R). Its extension to include 
any term in the expansion follows readily by induction, 
through n-fold differentiation of Eq. (4.1). Since the 
function r(R) in Eq. (3.3) contains all terms in heR) 
which have cutting points, and is substracted from 
heR), we see that the function c(R) defined by that 
equation is indeed the direct correlation function as 
defined by Eq. (4.1). The function r(R) may thus be 
interpreted as the indirect correlation function, r(R) 
=h(R) (total correlation)-c(R) (direct correlation). 
It is immediately seen that Eq. (3.6), the integral equa­
tion for r(R), is in fact entirely equivalent to the 
Ornstein-Zernike integral equation, Eq. (4.1). 

For the purposes of discussion (Sec. 5), it is conveni­
ent to rewrite Eq. (4.1) as follows: 

heR) = c(R)+ !i/n j c(il)c(12)' .. c(nj)d(n). (4.7) 

This equation is obtained from Eq. (4.1) by repeated 
substitutions. It emphasizes the meaning of the direct 
correlation function: the total correlation of particles i 
andj is the sum of the direct correlation, direct correla­
tion through one particle, through two particles, and 
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so on. The inverse of Eq. (4.7) is 

e(R)=h(R) 

+ L (-p)nfh(il)h(12)" ·h(nj)d(n). (4.8) 
n:2: 1 

Further discussion is postponed to Sec. 5. 
The isothermal compressibility of our system is given 

by a formula also derived by Ornstein and Zernike,5 

=l-p je(R)dR=1- pe(k=0). (4.9) 

This relation, using standard thermodynamic formulas,37 
results in a new expression for the coordination energy 
density A (p), and thus for the Helmholtz free energy, 

(4.10) 

Since both A(p) and aA(p)/ap are zero at p=O, Eq. 
(4.10) can be immediately integrated, yielding 

-{3Fi V-1=A (p) = fP fP'e(pll; k=O)dplldp'. (4.11) 
o 0 

In fact, it appears that the direct correlation function is 
considerably more convenient in this respect than the 
customarily employed pair distribution function g(R); 
the use of g(R) necessitates either its knowledge as a 
function of a coupling parameter13 or rather elaborate 
equations.3B It should be also noted that Eq. (4.11), 
coupled with the den?ity cluster expansion of e(R), Eq. 
(4.2), immediately yields the corresponding expansion 
of A (p), Eq. (2.7). Thus, we see that our integral equa­
tion, Eq. (3.7), yields all the thermodynamic quantities 
of interest in a self-contained and consistent manner. 

5. DISCUSSION 

As we have noted previously, Eq. (3.7), together with 
the prototype expansion for r(R), Eq. (3.8), constitutes 
an exact integral equation for the function feR), and 
thus, through Eq. (2.2), for the pair potential of average 
force and all other functions derived from it, in par­
ticular the direct correlation function c(R) and the pair 
distribution function, g(R). Several problems arise in 
connection with the new integral equation. First, we 
have derived this equation starting from Maclaurin 
series in number density. Therefore, the integral equa­
tion applies only to gases and disperse phases (solutions, 
impurities, etc.) above their critical temperatures. The 
radii of convergence of density expansions in the ab­
sence of phase transitions are not known. Of course, in 

37 For example, by differentiating Eq. (2.8) with respect to p. 
3" J. G. Kirkwo3d and F. P. Buff, J. Chern. Phys. 19, 774 (1951); 

see also F. P. Buff and R. Brout, J. Chern. Phys. 23, 458 (1955). 

the case of distribution functions as functions of ac­
tivity z, it has been shown39 that in the absence of phase 
transitions of any order, all singlet, pair, triplet··· 
distribution functions, and all their derivatives with 
respect to the activity are continuous in that variable. 
Therefore, since number density p is simply the singlet 
distribution, it is continuous and continuously dif­
ferentiable with respect to the activity z as long as we 
have no phase transition of first order. Hence, the 
above conclusions regarding the behavior of distribution 
functions as functions of z apply to them also as func­
tions of p. It follows that, in the absence of phase transi­
tions, distribution and related functions have no poles 
on the positive p axis. Therefore, there exists an unique 
analytic continuation for heR), e(R), and W(R) beyond 
the radii of convergence of density expansions. Thus, 
we may say that our summations are carried out for 
values of p smaller than the radii of convergence of the 
corresponding density expansions and, since the func­
tions involved must be analytic with respect to number 
density, the sums which we have obtained [i.e., the 
integral equation (3.7) and the prototype expansion 
(3.8)] will be the unique analytic continuations of the· 
original expansions for values of p larger than their 
radii of convergence. This argument holds also if the 
functions involved have a finite number of complex 
poles. It breaks down if the complex singularities are 
infinitely dense, approaching the positive real p axis. 
It appears, however, that such a situation would corre­
spond to a phase transition,40 and we have excluded this 
explicitly. Actually, we could not then even require 
our functions to be continuous and continuously dif­
ferentiable.39 We would like to emphasize that our 
argument applies also to fluids below their critical tem­
peratures. In that case, the analytic continuation of our 
density expansions should remain valid up to the point 
of condensation, if indeed such a continuation should 
be necessary at all (that is, if the radius of convergence 
of the density expansions is lower than the density of 
condensation) . 

From the above considerations it appears that the 
singularities of Eq. (3.7) would correspond to phase 
transitions. The fact that g(R) [and, therefore, heR)] 
is discontinuous as a function of p across a first- or 
second-order phase transition means simply that heR) 
will have a different analytic form for each of the phases. 
On the other hand, the Ornstein-Zernike integral equa­
tion (4.1) in Fourier representation is 

h(k) 
e(k) 

1-pe(k) 
(5.1) 

From Eq. (5.1) it is evident that the singularities of 
the Ornstein-Zernike integral equation (4.1) will occur 
at values of p such that 1-pc(k)=0 for at least some 

39 J. E. Mayer, J. Chern. Phys. 16, 665 (1948). 
40 C. N. Yang and T. D. Lee, Phys. Rev. 87,404,410 (1952). 
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values of k; we would expect such a singularity to~be 
a branch point yielding different analytic forms for 
heR) for each phase. 

Now, our integral equation (3.7) in Fourier repre­
sentation is 

E(k) = r(k)+r(k) 
pe2(k) 

--+r(k). 
1-pe(k) 

(5.2) 

Here again we have singularities when 1-pc(k)=O 
unless these are exactly cancelled by singularities in 
r(k). Such a coincidence appears extremely unlikely 
since the function r(R) consists of nonconvolutory 
integrals fundamentally different from the simple con­
volutions constituting r(R). A detailed evaluation and 
development of the above considerations will be pub­
lished separately.20 

The question of the validity of our integral equation 
(3.7) for condensed phases (i.e., beyond the first ex­
pected singularity) is of particular interest. We note 
that the Ornstein-Zernike relation (4.1), and thus also 
the integral equation for r(R), is valid also for con­
densed phases, as is obvious from its derivation." Now, 
this is a linear integral equation for heR) in terms of 
e(R), of a type amenable to the Fredholm method of 
solution. We have found20 that the solution is just the 
series given in Eq. (4.8), or Eq. (3.4). From the theory 
of the Fredholm method it follows that these series con­
verge absolutely except for certain values of p (pre­
sumably corresponding to phase transitions). 

As has been mentioned previously, the prototype ex­
pansion of r(R), Eq. (3.8), is an infinite series of ex­
tremely complicated cluster integrals involving the 
unknown functions 

h(r)=exp[ -i1U(r)+t(r)]-l 

which are to be found from the solution. The obvious 
approximation consists of cutting off the prototype ex­
pansion after a few terms. However, even if we include 
only the first term (n= 2) in r(R), we obtain an in­
tegral equation for t(R) which, to say the least, is not 
readily amenable to solution even with a high-speed 
computer, except possibly for extremely simple (and 
physically unreasonable) direct interaction potentials. 
Furthermore, the physical meaning of such an approxi­
mation is obscure. A still simpler approximation results 
from assuming r (R) = O. If we denote the resulting 
approximate functions by the subscript c, we have 

tc(R)= Tc(R), hc(R)=exp[ -i1U(R)+rc(R)]-1. (5.3) 

From Eq. (3.7) it follows that we now have a simple 
closed (though nonlinear) convolution- equation, of the 
Ornstein-Zernike type, for Tc(R): 

Tc(R) =p f hc(R-r)[hc(r)- Tc(r)]dr 

= p f eo(R - r)[cc(r)+Tc(r)]dr. (5.4) 

It has been shownl9 that this convolution approximation 
represents the limit of the nodal expansion sequence3 
as their order goes to infinity. Furthermore, the func­
tion rc(R) contains all graphs in the exact E(R) which 
can be wholly evaluated by repeated convolutions, and 
only these graphs. Finally, rc(R) includes aU terms in 
the exact potential of average force which conform 
rigorously and consistently to the Kirkwood super­
position principle,13 and only such terms. 

A detailed discussion of the convolution approxima­
tion and some of its implications, as well as convolution 
and prototype expansions for the free energy and equa­
tion of state is included in the succeeding paper in 
this series.19 

In concluding this discussion, we would like to note 
that the methods employed in this paper and preceding 
onesl-3 appear to be applicable to the quantum­
mechanical cluster expansions of MontroU and Ward, 
Lee and Yang, and Levine.27- 29 In particular, the 
"activity bond" devised by Lee and Yang27 appears to 
provide a promising starting point. It should be noted 
that the Ornstein-Zernike integral equation (4.1) is 
valid also for quantum-mechanical correlation functions. 
However, the concept of potential of average force does 
not apply in these cases. 
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APPENDIX. EQUATIONS FOR MULTICOMPONENT 
SYSTEMS 

As we mentioned previously, our results apply also 
to multi component systems, using the notation em­
ployed in a previous publication,21 which should be 
consulted for a more detailed explanation of summation 
conventions, multivariable differentiation, etc. 

For a system composed of s kinds of particles we 
denote the set of s number densities by the boldface 
letter g= PI, P2' •. Ps and the set n of particles is always 
composed of s subsets (sometimes empty), of nz par­
ticles of kind 1. We define 

and 
CA. 1) 

(A.2) 

All our coordinate-space equations (i.e., equations not 
involving Fourier transforms) can now be written for 
multicomponent systems simply by replacing P by g, 
and n by n. In particular, we have the equivalent of 
Eq. (3.4), 

r(ij) = L gnf[ L c(il)c(12) .. · c(nj)]d(n). (A.3) 
n~ 1 perm 
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Here the symbol L means that we take the sum of 
perm 

the different products of functions c(lm) resulting from 
all the possible divisions of the set n of n particles of s 
kinds, but without considering permutations of par­
ticles of the same kind among themselves. On the other 
hand, Eq. (3.6) now becomes 

r(ij) = Tij(R) 

= t PI!hil(R-r)[h1i(r)- Tlj(r)]dr. (A.4) 
1=1 

This equation is easily shown, by induction (using re­
peated multivariable differentiations21), to be equiva­
lent to Eq. (A.3). The considerations which led to Eq. 

(3.8) can be taken over, practically word for word, to 
multi component systems. Thus we have 

r(ij)= L gDfZ(ijj n)d(n), (A.S) 
D~2 nl 

and hence 

f(ij) = f.ij(R) = i P1fhil(R- r) 
1-1 

X[h1j(r)- flj(r)+rl;(r)]dr+r(ij), (A.6) 

with h(lm)=exp[ -{1U(lm)+f(lm)]-1. This is the 
multicomponent analog of Eq. (3.7). By putting 
r(ij)=O, we obtain the convolution approximation for 
multicomponent systems. 
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Combinatorial Aspects of the Ising Model for Ferromagnetism. 
I. A Conjecture of Feynman on Paths and Graphs* 
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An identity on paths in planar graphs conjectured by Feynman [H] is rigorously established. This permits 
a complete analysis of the combinatorial approach to the two-dimensional Ising model with nearest neighbor 
interaction and 0 external magnetic field previously heuristically discussed by Kac and Ward [KW] and 
Potts and Ward [PW]. Relevant identities are established for the two-dimensional Ising model with next 
nearest neighbor interactions and 0 external magnetic field, for the two-dimensional Ising model with nearest 
neighbor interactions and positive external magnetic field, and for the three-dimensional Ising model with 
nearest neighbor interactions and 0 external field. For the case of a square net with an odd number of spin 
locations with nearest neighbor interactions and external field equal to i'lr/2, it is shown that the partition 
function is identically zero for both plane and torus imbedding contrary to a result announced by Lee and 
Yang [LY; Eq. (48)], which turns out to be correct only for an even number of spin locations, 

INTRODUCTION 

T HE Ising [IJ model is a mathematical model 
which has interpretations for (1) ferromagnetism j 

(2) statistical mechanics of a lattice gas (see Yang and 
Lee [YL] and Lee and Yang [LY]3) j (3) binary 
substitutional alloys (see Newell and Montroll [NM],4 
pp. 382-383); and (4) adsorption of gases in surfaces 
([NM], p. 354). The model has lent itself to exact 
solutions for some cases, and has reflected such physical 
phenomena as spontaneous magnetization (see Yang 
[Y]5) and the phase transition from gas to liquid phase 
[YL] [LY]. One important use of the model is that ap­
proximate methods for the study of systems of inter­
acting particles are tried out on this model and compared 
with the exact solution before being applied to more 
complicated systems. 

The two major approaches to the problem as dis­
cussed in the review article by Newell and Montroll are 
(1) the matrix, Lie algebra, and spinor approach of 
Onsager, Kaufman, and van der Waerden ([NM] pp, 
368-373), and (2) the combinatorial approach of van der 
Waerden and Kac-Ward [KW]6 ([NM], pp. 362-367). 
The first approach has yielded the solution for n= 2, 
nearest neighbor interaction (different for horizontal 
and vertical neighbors), and zero-magnetic field. 

The second approach was formulated by van der 
Waerden as the problem of finding the number of 
admissible (each node abuts on an even number of arcs) 
graphs of length t in the lattice graph formed by de­
composing a torus into :n * congruent squares and 

• This work was supported by a research project at the Institute 
for Advanced Study sponsored by the Office of Naval Research, 
U. S, Navy, 

1 [I] E. Ising, Z. Physik 31, 253-258 (1925), 
2 [YL] C. N. Yang and T. D. Lee, Phys. Rev. 87, 404--409 

(1952). 
3 [LY] T. D. Lee and C. N. Yang, Phys. Rev, 87, 410-419 

(1952). 
• [NM] G. F. Newell and E. W. Montroll, Revs. Modern Phys. 

25, 353-389 (1953). 
fi [Y] C. N. Yang, Phys. Rev. 85, 808-816 (1952). 
8 [KW] M. Kac and ]. C. Ward, Phys. Rev. 88, 1332-1337 

(1952). 

heuristically solved by Kac-Ward to yield results con­
sistent with Onsager-Kaufman [OK].7 A counterex­
ampleS to a "topological theorem" used by Kac and 
Ward is given in the sequel. Newell and Montroll 
([NM], pp. 362-367) give a clear account of [KW] with 
the approximate verdict of a very interesting paper but 
with theories not yet proven. Potts and Ward [PW]9 in 
the spirit of [KW] have shown that the latters de­
terminantal approach agrees with Onsager-Kaufman, 
not merely up to negligible terms depending on bound­
ary effects, but exactly. Feynman, in unpublished work 
which reached the author by way of Harary [H]10 and 
oral communication from M. Cohen, has distilled the 
essence of [KW] getting rid of the enormous determi­
nantal identity, which had heuristic value for [KW] , 
and broke the problem neatly into (1) a conjectured 
identity (stated as an unsolved problem in [H], p. 10) 
between a function of weighted paths and the desired 
function of admissible subgraphs, and, on the assump­
tion of an affirmative resolution of the conjecture, (2) a 
system of difference equations, reminiscent of random 
walks, which is solved simply to yield results consistent 
with Onsager~Kaufman and Kac-Ward. 

SUMMARY 

In this paper Feynman's conjectured identity between 
a function of weighted paths and the desired function of 
admissible subgraphs is generalized to any reasonable 
planar graph and shown to be correct. A correct identity 

7 [OK] 1.. Onsager and B. Kaufman, Phys. Rev. 76, 1244-1252 
(1949). 

8 M. Kac informed the author that M. Cohen had anticipated 
this counterexample with one somewhat more complicated. At 
this point the author would like to acknowledge several useful 
conversations in which M. Cohen acquainted the author with the 
"state of the art" in the combinatorial approach to the Ising 
model and found the flaw in an early attempt to disprove Feyn­
man's conjecture. 

9 [PW] R. B. Potts and]. C. Ward, Progr. Theoret. Phys. 13, 
38-46 (1955). 

10 [H] F. Harary, "Feynman's simplification of the Kac-Ward 
treatment of the two-dimensional Ising problem" (planographed) a 
chapter in a forthcoming book on graph theory, June 12, 1958, 
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is given fotthe torus imbedding using ideas suggested by 
[PW]. From these results the [KW] determinantal 
identity and the [PW] determinantal identity are 
proved to be correct for any reasonable graph imbedded 
in the plane and torus, respectively. Moreover, for the 
as yet unsolved cases of next nearest neighbor interaction 
for dimension two and nearest neighbor interaction for 
dimension three, identities are established between a 
class of functions of weighted paths and the desired 
function of admissible subgraphs, this despite an un­
published result of Kac-Ward (presented with proof 
here), which indicates that in dimension three no 
satisfactory system of weights is possible. The difficulty 
is overcome by assigning weights not to the paths in 3 
space, but to their projections in a 2-space. This was 
suggested by the notion of a knot diagram [A]/6 which 
comes up in knot theory. It might be remarked that the 
proof of Feynman's conjecture yielded a novel proposi­
tion on the circular arrangement of coins. The conjecture 
itself yields a curious proposition in free groups (not 
presented here). 

As regards step (2), Feynman's analysis is simplified 
by employing a notion which Temperly [T]13 used in a 
slightly different context. This avoids the consideration 
of the difference equation and its resultant harmonic 
analysis by directly using the geometrical interpretation 
of the last part. The relation between Feynman's ap­
proach and that of Kac-Ward is roughly the relation 
between the difference equation analysis of a random 
walk problem and the transition matrix approach, which 
arises when the same random walk is presented as a 
Markov chain. A problem still unsolved is effectively 
carrying out step (2) for the case of next nearest 
neighbor interactions and the case of dimension three. 

For the unsolved case of nonzero external magnetic 
field, a pair of identities has been developed (only one of 
which is presented here) between functions of weighted 
paths and the desired function of admissible subgraphs. 
In the literature the only concrete result, aside from 
Yang's result on spontaneous magnetization, on non­
zero external magnetic field has been the one stated by 
Lee and Yang ([LY], p. 417) for the free energy per 
spin location arid the magnetization in the case of 
external magnetic field equal to i7r/2 in their normaliza­
tion. It is shown here that for ;n, the number of spin 
locations, odd and Z= -1, the grand partition function 
Z(z= -1; ;n odd) is zero and so 

lim F(z= -1; ;n) = lim 1/;n 10gZ(z= -1; ;n) 
m~oo m-+oo 

is meaningless. Th.e expression given for 

lim F(z= -1; ;n) 
9/->" 

in [L Y], p. 417, therefore does not apply for general ;n, 
but only for &L even. Yang, when apprized of the diffi­
culty for;n odd, pointed out (oral communication) that 

what this really meant was that in the spirit of the other 
parts of [YLJ and [L Y] the order of limits has to be 
watched and that the physically significant quantity is 
gee), the limiting density of roots of the grand partition 
function on the unit circle. Thus the discovery that for 
;n odd there always is a root for z= -1 causes no 
paradox, although of course the different behavior for ;n 
odd and even is interesting. 

UNDIRECTED GRAPHS 

Examples of undirected graphs are GI , G2, and G3 

in Fig. 1. Formally an undirected graph G= [PI,' . . ,p n; 
A I, . ·,A a] is a I-complex (see Lefschetz [L],ll pp. 
45-47) whose arcs, or I-cells, are, for simplicity, the 
broken line segments (with only a finite number of 
breaks) {A I,A 2, • ·,A a}, and whose nodes or O-cells are 
the points {PI,P2,' ·,Pn }. In a graph there are inci­
dence relations so that in G2, PI abuts on, or is incident 
with, Al andA 2 ; P 2 abuts onAI, A 2, Aa, A 4, andA5; P 3 

abuts on A3; P 4 abuts on A4; and Po abuts on As. A 
subgraph of an undirected graph G is a I-subcomplex of 
G, so that in particular [PI ,P2 ; A I ,A 2] is a subgraph of 
G2=[PI ,P2,' ·,Ps; AI,A 2," ·,As]. By an admissible 
graph is meant a graph each of whose nodes abuts on an 
even number of arcs of the graph. In more formal terms, 
an admissible graph is a cycle ([L], p. 51) with integers 
mod 2 as coefficients. Thus [PI ,P2 ; A I ,A 2] is an admis­
sible subgraph of G2, while [PI,P2,P3 ; AI,A 2,A 3] is not 
an admissible subgraph of G2• The empty graph is a 
subgraph of every graph and is admissible. It is con­
venient to extend the notion of the graph so that an arc 
with both of its endpoints identical is permitted. Thus, 

. 
A~ 

A 
3 

A. 

A . 
P, 

FIG. 1. Undirected graphs. 

11 [LJ S. Lefschetz, Introduction to Topology (Princeton Uni­
versity Press, Princeton, New Jersey, 1949), p. 45. 
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FIG.' 2. Arcs whose both 
endpoints coincide. 

FIG. 3. An admissible 
nonnormal graph. 

in Fig. 2, G4 and Go are graphs. In G4 , PI abuts on Al 
twice; and in Go, PI abuts on Al twice and on A2 twice, 
so that G4 and Go are admissible graphs. A graph is said 
to be normal if it is admissible and each node abuts on 
not more than four arcs counting multiplicity. Thus G4 

and Go are normal, but G2 is not normal because it is not 
admissible. In Fig. 3, Ga = [P 1, ••• ,P7 ; AI,' .. ,A 14J is 
admissible but not normal. 

DIRECTED GRAPHS 

Suppose one has a graph [P I,P 2,' •. ,P n; AI, ... ,A a]. 
Associate with each arc A i a direction so that the arc 
becomes the directed arc Di going from one abutting 
node, the tail, to the second abutting node, the head. 
In Fig. 4, A 1 and A 2 of G5 have been converted to 
directed arcs DI and D2, where in both cases the head 
and ·tail degenerate into a single node Pl. If the original 
arc A i is also associated to the reverse direction, 
one gets the directed arc Di-l. If traversal of each 
of the original arcs in either direction is permitted, 
then one gets the directed graph [P I,P 2,' .. ,P n; 
Dr,' .• ,D /J,DI-I,' .. ,D a -I]. Henceforth, when a graph 
and its directed graph are mentioned without comment, 
the directed graph in the last sentence is meant. How­
ever, if certain arcs correspond to "one-way streets" 
then the appropriate directed graph has less than 2a 
directed arcs after the semicolon. 

By a closed path or closed directed line sequence (cdls) 
is meant a finite, nonempty sequence DiII'IDi2/l2 • •• Dis/ls 
of directed arcs (JLi=±l, l:S;i:S;s) such that (1) the 
sequence is considered relative to circular order, so that 

(2) no two succeeding elements of the sequence are 
D;Di-1 or D;-IDi , l:S;i:S;a, and (3) the head of one 
element of the sequence is identical with the tail of its 
successor. Since all later paths will be closed, the 
adjective will be omitted. In Fig. 4, D I , D2, D ID 2, 

DID2-I, DI-I, D2-I, and DIDI=DI2 are examples of cdls. 

In the same Fig. 4, DID2 and D2DI represent the same 
cdls; while D ID2D I-I is not acceptable as a cdls. By a 
nonperiodic cdls is meant one not of the form 
(Dill'!.· . Disl'S)r for any r2':2. 

Henceforth, all the graphs in this paper will be con­
sidered imbedded in the plane unless specific mention is 
made otherwise. 

WEIGHTED PATHS (CDLSI 

As one traverses a cdls in a path parametrized ac­
cording to arc length, the angle of the tangent vector 
should be considered. A question arises when one moves 
from one line segment to the next as regards the ap­
propriate integral multiple of 271" to use. The rule to be 
adopted is : choose the integral multiple of 271" so that the 
difference between the angles of succeeding tangent 
vectors is in absolute value less than 71". This can be made 
rigorous by using covering spaces (see Griffin [GJ,12 
[TJ13, pp. 270-271). 

As one traverses a cdls p, the tangent vector goes 
through an integral number of revolutions n(p). Let 
W(p) = - (-l)n(p). If P=Dil!'IDi2!'2 .. ·Dis !" and p-I 
= Di.-!'8Dis_I-!'S-I ... Dil-I'I, then W(p) = W(p-I) , since 
n(p)= -n(p-I). With each Di and D;-Ilet us associate 
indeterminate d;, where the indeterminates commute 
under multiplication. Thus there are just a indetermi­
nates dl, d2, "', da, not 2a indeterminates. With each 
cdls p=Dirl'!'· ·Disl" (JLj=±l; l:S;j:S;s), let us associ­
ate W(p) = d!W(p)diI' .. dis. This is plus or minus a 
monomial. With each nonperiodic cdls p let us associate 
its inverse p-l in the same equivalence class [p J and 
choose one of the two (it does not matter which) as the 
representative of the equivalence class. Let I(p) 
=dL1(p-l)=d!dildi2" . di. = d!I[p]. Then W[PJ= d!W(P) 
= W(p-I) and W[pJ= d!W(p)I(p). As an illustration of 
the foregoing ideas consider Fig. 4 and Table I. The fact 
that W[DlD2J+W[DID2-1J=0 will be referred to as 
figure eight cancellation. 

COUNTEREXAMPLE 

Kac and Ward ([KWJ, p. 1336) state a "topological 
theorem" which is related to Feynman's conjecture. 

FIG. 4. Directed graph 
(reverse directions' also per­
mitted). 

TABLE I. Weighted paths from Fig. 4. 

p n(p) W(P)=W(p-I)=W[p] W[p]=W(p)=W(p-I) 

1 
-1 

12 [G] J. S. Griffin, Jr., Compositio Mathematica 13 270-276 
(1958). ' 

13 [T] H. N. V. TemperIey, Phys. Rev. 103, 1-16 (1956). 
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This "theorem" ([NlVIJ, p. 366) asserts that for a 
planar, connected, admissible graph G other than a 
simple closed polygon, the sum of the W(p) for all 
unicursal paths p traversing all of G is zero, where a 
unicursal path traverses each undirected arc only once. 

As Kac and Ward point out for Go with directed graph 
of Fig. 4, the paths may be classified as in Fig. 5 and the 
corresponding reverse paths. It is obvious from Table I 
that the sum of W(p) is zero. The "theorem" is false in 
general as can be seen from the graph, G7 of Fig. 6. 

Consider three types of behavior at node P 2 as 
illustrated in Fig. 7. The W(p) for the three cases may 
be tabulated as shown in Table II. 

Note that for paths I and II the W (p) cancel in pairs 
so that both the sum of W(p) for unicursal paths under 
I and II are zero. The sum of W (p) for the unicursal 
paths under III is minus four, which gives a contra­
diction to the "theorem." The correct state of affairs is 
given by Theorem 1, which is presented in the next 
paragraph. 

FEYNMAN'S CONJECTURE 

Let II* (1 + W[p]) be the formalinfinite product taken 
over all equivalence classes [P] of nonperiodic cdls. If Go 
is a subgraph [Pil,Pi2,·· ·,Pin ; Ah,Ah,· ·,Ai,,] of 
graph G, then x (Go) = dfIIjdjl'i, where J'j= 1 for AjeGo 
and J'j=O for AiEGo. Define Go ad G to mean Go is an 
admissible subgraph of G. Let L Go ad G X (Go) be the 
formal sum of x (Go) taken over all admissible subgraphs 
Go of G, including the empty subgraph. 

FIG. 5. Two directed graphs 
associated with G5• 

D~' D, 

TABLE II. Weights for unicursal paths traversing all of G7• 

p W(P) ~W(p) 

CD, -'Dd>,-' +1 
I D2D.-ID.D1-l -1 

D1D.-IDaD2-1 1 
D1D.-ID.D2-1 -1 o 

t.v, -'D,D,-' -1 
II D2D1-ID.D.-1 1 

DaDI-1D.D2-1 -1 
DaD.-1D1D2-1 1 o 

1 D,lJ,~D.v,-' -1 
III D2D.-ID1D.-l -1 

D.D.-ID1D2-1 -1 
D.Dl-l D.D2-1 -1 -4 

FIG. 6. Counterexample 
to Kac-Ward. 

FIG. 7. Classification of 
unicursal paths on G7• 

I 

][ 

I 

Theorem 1. If G is a normallgraph, then 

II*[l + W(p)]= Lao ad a x(Go). (1) 

Before launching into the proof of Theorem 1, which 
is Feynman's conjecture, it should be remarked that for 
Gdn Fig. 1, if one sets d1=d2=d3=··· =d,,=z=tanhK, 
then the right-hand side of (1) is the generating function 
L n(r)zr ([NM], p. 358, Eq. [2.23J) sought in the Ising 
model (equal horizontal and vertical interactions), 
where nCr) is the number of admissible subgraphs com­
posed of r arcs. This will be developed much further in 
the second half of the paper, but one point in this direc­
tion will be made now. The information given in the 
right-hand side is much finer than needed in the Ising 
model, where all arcs are lumped together as corre­
sponding to equal interaction energy (the indetermi­
nates are set equal to one another) or horizontal arcs are 
lumped together as corresponding to one interaction 
energy ("horizontal" indeterminates are set equal to one 
another) and vertical arcs are lumped together as 
corresponding to another interaction energy ("vertical" 
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indeterminates are set equal to one another). As far as 
the combinatorial end of the problem is concerned, 
Theorem 1 even handles the case where every nearest 
neighbor pair of spin locations gives rise to a different 
size interaction energy. 

In order to give the reader an intuitive feeling for the 
situation being analyzed, some examples are presented. 
First consider G4 in Fig. 2 with Dl being A 1 with a 
clockwise direction. Here there is just a single non­
periodic cdls equivalence class, namely [D l ]. Thus 

II*(1 + W[p]) = 1 +W[Dl] = 1 +d1= LGO ad G4 x(Go). 

The formal infinite product reduces to a single factor 
1 +d1• The only admissible subgraphs reduce to the 
empty subgraph and the full graph giving rise to the 
terms 1 and d1, respectively. Thus Eq. (1), which is 
Feynman's conjecture, is trivially verified in this case. 

The next simplest case is the nontrivial case of Go in 
Fig. 2. Here, all the essential difficulty in establishing 
Feynman's conjecture is already present, so the pre­
liminary discussion will not verify the conjecture for 
that case. This will be left for the proof, but some of the 
[p] will be considered in order to show that the first few 
terms in the infinite sum expansion behave properly, 
and that there is actually an infinite number of factors. 
Suppose Di is Ai (i= 1, 2) taken in the clockwise direc­
tion. Then the results are best presented in tabular form 
as in Table III. II* (1 + W[p]) = (1 +d l ) (1 +d2)(1 +d1d2) 
X (l-d1d2) (l-d12d2)(1 +d12d2)(I-d22dl)(1 +d22d1) .. . 
= (1 +dl+d2+dld2)(I-dl2d22)(I-dM22) (l-d24d12) . .. , 
which as far as terms of the third order are concerned is 
1 +dl+d2+d1d2. What the proof shows is that as more 
factors are introduced, the terms 1 +d1+d2+dld2 
= LGO ad G x (Go) remain while higher degree terms are 
introduced, ultimately canceling out. In this case one 
actually gets an infinite number of factors since 
{[D2],[DID2],[D12D2],. .. } constitutes an infinite col­
lection of different nonperiodic cdls equivalence classes. 

Proof of Theorem 1. It is immediate that when the 
left-hand side of (1) is expanded as a formal infinite 
sum, if G1 is not an admissible subgraph of G, then the 
coefficient x (G1) is zero. For the admissible subgraphs a 
different situation prevails. 

First consider the left-hand side of (1) expanded as a 
sum. Consider certain nodes of order 4, i.e., occurring as 
head or tail four times, as crossover nodes, e.g., in 

TABLE III. Factors in II*(1+W[p]). 

[p] l+W[p] 

D· '. 
D., p, D.) 

D ... 

FIG. 8. A crossover node. 

+.
. 
'1 

D" . D" 

D,~ 

Fig. 8, consider only such cdls where Dil and Dia only 
occur in order DilDia or Dia-IDil-l, while Di2 and Di4 
only occur in the order Di~i4 or Di4-1Di2-1. 

Lemma 1. Let Go be an admissible subgraph of normal 
G and *IIU+W[p]) be the product taken over the 
nonperiodic cdls equivalence classes, where at nc(Go) nodes 
of Go a crossover condition is imposed so that all the arcs in 
the crossover condition are in Go. Under the circumstance 
described it is said that Go adcc G. When the infinite 
product is expanded as a sum of monomials in the indeter­
minates the co4ficient of x (Go) is (-1) nc(Go). 

Proof. Proceed by induction on the number of nodes 
in Go. Suppose there is just one node in Go. There are two 
possibilities. Either nc(Go) =0 or nc(Go) = 1. Suppose 
nc(Go) =0. Then either Go is like GD in Fig. 2, or Go 
is like G4 in Fig. 2. In the first case, by Table III, 

*II(1 + W[p]) = II*(1 + W[p]) = (1 +d l ) (1 +d2) 

X (1 +d1d2) (l-d1d2){IIh(1 + W[p])} , 

where IIh(I+W[P]) has only factors of the form 
1 +third or higher order terms in d, and thus 
*II(1 + W[p]) = 1 +d1+d2+dld2+higher order terms. 
Therefore, the coefficient of d1d2 is (-1) nc(Gob (_1)0= 1 
and the lemma is verified for this case. In the second 
case, G4 applies and 

*II(I+W[p]) = II*(l +W[p]) = 1+d1• 

The coefficient of x(GO)=d1 is 1 and the lemma is 
verified for this case. Suppose nc(Go) = 1. Now Go 
applies. Then under the same conditions as before 

*II(1 + W[P]) = (l-d 1d2)IIh(1 +W[p]) 

with the same condition on IIh(l+W[pJ). The coeffi­
cient of d1d2 is now (-1) = (-1)1= (_1)nc(Go), so that 
the lemma is verified for this case. 

Suppose the proposition is correct for n nodes in 
Go(n> 0). It is desired to prove it correct for (n+ 1) 
nodes. Let k=n+ I-nc (Go) be the number of free nodes 
in Go. Then O:::;k:::;n+ 1. If k=O, then all the nodes in Go 
are crossover nodes. The graph with the crossover condi­
tions admits a unique decomposition {CPt],~],.· . ,[pj]} 
into path equivalence classes such that I(Pl)I(P2) .. . I(pj) 
=x(Go). If the decomposition breaks down to one path 
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equivalence class, then by (see Whitney [W],14 pp. 
281-282) (-1)n,(Go)=W[p], Thus *n(1+W[p])=1 
+ ( -1) "e( GolX (Go), and the lemma follows for this case. 
If there is more than one path, then by [G] every pair 
of path equivalence classes in the unique decompositIOn 
determines an even number of crossover nodes. Thus 
when *nC1+W[p]) is expanded as a sum, the coeffi­
cient of x(Go) is (-1)".(Go). 

Institute a proof by induction on k. Suppose k?:.1 and 
that the proposition is correct for the number of 
free nodes less than k. Let P be a free node of Go. 
Partition the paths of Go through P into three classes 
schematically described by Fig. 9. Let I(II III) 
= d! II (1+W[p]), where the product is taken 

[p]. i(ii iii) 

over the nonperiodic cdls equivalence classes, which at 
P show behavior (i ii iii) 

IV= d! II (1+ W[p]) , 
[P].(iUiiUiii)' 

where the product is taken over nonperiodic cdls equiva­
lence classes which do not go through P. Thus 

n*(1+W[pJ)=I II III IV. 

Suppose [p ]tI and [qJtII. Then the product W[p ]W[q] 
has some indeterminate with multiplicity greater than 
one and can make no contribution to the coefficient of 
xCGo). Similar examination of II III and I II indicates 
that when IT*{1+W[p]) is expanded as a sum the 
coefficient of x{Go) is the sum of the corresponding 
coefficients in I IV; II IV; and III IV. 

The contributions to I IV can be regarded as those 
coming from a graph with one fewer node and with 
appropriate pairs of arcs incident on that node coalescing, 
e.g., consider the transition from G7 in Fig. 6 to Fig. 7. 
I Analogous remarks are appropriate to II IV; e.g., 
consider the transition from Fig. 6 to Fig. 7. II By the 
inductive hypothesis on n, the contributions from I, IV 
and II IV add to 2( _1)",(Go). Consider Go as Go with P 
converted from a free node to a crossover node. Then 
k-1=n+1-nc{Go)-1 and by the hypothesis of the 

FIG. 9. Possible behavior 
of path at P. 

14 [W] H. Whitney, Compositio Mathematica 4, 276 (1937). 

induction on k the contribution of III IV to the coeffi­
cient of x(Go) is (-1)",(Go)+I. The total coefficient is 
therefore 2( -1) ",(Go)+ (-1) 1+",(Go) = (-1) ... (Gol, as was 
to be proved. This establishes the lemma. 

It must now be shown that when the left-hand side of 
Eq. (1) is expanded as a formal infinite sum, the re­
maining coefficients, i.e., the coefficients corresponding 
to products of indeterminates, where at least one of the 
exponents is greater than one, are all zero. Thus it must 
be shown that in the formal infinite sum the coefficient 
of 

is zero if one of the exponents, say iJ.l, is greater than one. 
By a path factorization [p f; r5J of 15 is meant a collec­

tion {[Pl],[P2], .. ,[Pk]} of different nonperiodic cdls 
equivalence classes such thatI[pI]I[P2}' ·l[pk]= 0. It 
is desired to establish 

L[Pf;a](W[pl}" W[pk]) =0. 

It suffices to establish this result for path factorizations, 
where I[Pl], I[P2], ... , I[Pk] all have the com­
mon factor dl • Call such a factorization [p f; 15 ; d1]. 

Let {[Pl],[P2],' .. ,[P k]} be such a path factorization 
of type [PI; 0; d1]. Let [Pj] be represented as 
[DlailDlaw . ·Dlaini], where (1) Dl does not occur 
as a term in ail, ... , ainj, and (2) D1-I may occur 
as a term in ail, aj2, ... , ainj. Consider B={DlClljr: 
1~j~k, 1~r~nj} as the set of building blocks of a 
[pI; 15; d1]. Suppose B consists of ml equal blocks of a 
first type, m2 equal blocks of a second different type, .. " 
and m,. equal blocks of the nth different type, where 
ml+m2+" 'm,,=nl+n2+" ·nk=N. Say then that 
B={b1,b2,··,bN }. Let [pf;r5;d l ;B] represent the 
general path factorization of 15 using building blocks in 
B. Note that the building blocks are nonperiodic cdls. 

An example of the preceding is 0=dN2 forG=G, with 
the directions as shown in Fig. 4. The only path 
factorizations of 0 are {[DlD2],[Dl]}, {[D 1D2-1],[.OI]}, 
{[D12D2]} and {[D12D2-1]}. Note that {[Dd,[D1],[D2]} 
is nota path factorization foro and that {[D1-1D2],[Dl]} 
is the same path factorization as {[DlD2-1],[D1]}. For 
{[D1D2],[D1]}, B={D1D2,Dr}. For {[D12D2-1]}, 
B= {DlD2-t,D1}. 

It is desired to prove 

L[P!;6;dll(W[Pl]W[P2}' ·)=0. (2) 

Case 1. Suppose the B associated with [PI; 15; d1] 

consists of just one block [Pl]= [D1a], where a does not 
have Dl as an element. Since 0 has dl

2 as a factor, 

Dla= Dla 1D1-
1a2, 

where al has neither Dl nor Dl-l as an element, and 
where a2 may have D1-l as an element but has no Dl as 
an element. Then [P2]= [D1aC1D1- 1Cll2] is a nonperiodic 
cdls equivalence class not equal to [PI] = [Dla] and 
W[Pl]= - W[P2]. The contribution to the left-hand 
side of (2) under case 1 is O. 
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Case 2. Suppose B consists of more than one block. In 
this case one wishes to show that 

L (W[pl}·· )=0. (3) 
[PI;~; d,; BJ 

Note that if [Pl]E[Pf; 15; dl ; B] and [P2]e[pf; 15; dl ; BJ 
and PIP2 is a nonperiodic cdls, then 

(4) 

This relation is readily extended to an arbitrary number 
of factors to give if [PjJE[Pf; 15; dl ; B], 15,.j5,.m and 
Il~lm Pi is a nonperiodic cdls, making 

W[llpiJ= (_l)m-l IT W[pj]' (5) 
i=1 i=l 

Associate with each bi, 15,. i5,.N, an indeterminate {3i. 
Suppose the indeterminates commute under multiplica­
tion. Let b represent a nonperiodic sequence of the bls 
taken in its circular rather than its linear order. Note: 
An arbitrary number of any of the bi may occur in any 
of these sequences. For example, in the case nl = 2, n2 = 3 
one may have b= blblblb2b2b2b2. Let {3 be the product of 
indeterminates corresponding to b. By applying the ex­
tension of (4), (3) follows for case (2) if it can be shown 
that 

Lemma 2. 

(6) 

where the product is taken over all different nonperiodic 
sequences b of biEB as in the foregoing (this is what the 
first asterisk is intended to denote) and the b are to be 
taken with respect to circular order (this is what the 
second asterisk is intended to denote). 

Proof. Let q,{{31," ',(3 .. ; t)=IT**(1-{3t). Then 

nan a 
L{3,-lncp({31,' .. ,(3n; t) = L (3i- L** In(1-{3t) 
i=1 a{3 i ;=1 iJ{3 i 

tufJf3 
= - L** --= - L** O"~(t{3+t2f32+ta{3a+ . .. ), (7) 

1-t{3 

where the double asterisk denotes as before an operation, 
now sum, over all different nonperiodic b, each taken 
with respect to circular order, and O"(J is the sum of the 
exponents of all the {3i in {3. When t= 1, the extreme 
right-hand term in the foregoing is 

" n 
- L {3i/1- L /3;. 

i=l i=l 

Thus 

Since the effect of L {3 i ( iJ / iJ{3 i) on a monomial.Bll"· .. {3 ·rr 
is to send {311'1. .. {3 .. l'n into (~1+~2+' .. +JLn).Bl"'· . '(3 .. "n 
and Incp(O,' .. ,0; 1) =ln1 =0, itfollows thatlncp{{31" .. ,(3".; 
1) =In(l-{3l- ... -(3 .. ) for {31, {32, "', {3 .. sufficiently 
small. So the lemma is proved and so is the theorem. 

COROLLARY ON COIN ARRANGEMENTS 

Lemma 2 has a curious corollary in terms of unordered 
arrangements of coins into circularly ordered sets as 
follows: ~uppose one has a fixed collection of N objects 
of which ml are of one kind, m2 are of a second kind, 
.. " m". are of the nth kind, e.g., N ( = 10) coins of which 
ml( =3) are pennies, m2( =4) are nickels, and ma( =3) 
are quarters. By a p.o.k. of the N objects one means an 
exhaustive unordered arrangement of them into k 
disjoint, nonempty, circularly ordered sets such that 
(a) no two circular orders are the same and (b) none are 
periodic. To continue with the example, arrange the 
10 coins into k(=3) piles. It does not matter which 
is the first pile and which is the second pile, etc. No 
two piles represent the same circular order, e.g., 
{(p,n),(n,p),(p,n,n,q,q,q)} won't do since (p,n) and 
(n,p) represent the same circular order. One cannot have 
(p,n,p,n) since this is periodic. Let 'Irk be the number of 
p.o.k. of the N objects. 

Corollary. For N> 1, 1I"1-1I"2+1I"a-'" + (-1)N+11l"N 
=0. 

Example. Let the collection of N ( = 4) objects be 
{p,p,n,n} so that ml=m2=2 

11"1= 1, e.g., (p,p,n,n) 

11"2=2, e.g., {(p),(p,n,n)}{(n),(n,p,p)} 

11" a = 1, e.g., {(p),(n),(p,n)} 

11"1-11"2+11"3= 1-2+1=0. 

Proof. In Lemma 2 express the left-hand side as a 
formal infinite sum collecting terms of homogeneous 
joint degree, i.e., terms where sums of the exponents of 
the {3 ii are the same. When these collected terms are 
compared with the corresponding collected terms on the 
right-hand side, the corollary follows. 

The corollary was actually proved before the lemma. 
A conversation with E. Grosswald was helpful in proving 
the corollary. An alternative proof has been devised by 
A. Selberg. 

EXTENSIONS OF EARLIER REMARKS 

(1) In formulating the notion of an undirected graph, 
the requirement of piecewise linearity could have been 
relaxed to substituting for each of the closures of line 
segments the range of a smooth homeomorphism, i.e., a 
function which is a homeomorphism on a closed interval 
into the plane and which has a continuous nonvanishing 
derivative throughout the interval. In order for the rest 
of the definitions to make sense and for the theorem to 
be true, at no junction (and this may be a node) be­
tween successive smooth curves should the tangent 
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vectors be along the same line but oppositely oriented, 
i.e., no cusps. 

(2) In order to relax the requirement of normality in 
Theorem 1 it is enough to relax the normality require­
ment in Lemma 1. To do this one must extend [W], pp. 
281-282, and also the argument on p. 206 to the non­
normal case. The argument of [W], pp. 281-282, goes 
through if at each multiple crossover node one looks at 
the crossovers in pairs and counts each pair in the 
calculation of N+ and N- of [W], pp. 281-282. First 
examine a node P of order 6 (see Fig. 10). 

In considering the contributions to the term in the 
lemma, classify paths as to which of the other five is 
immediately contiguous to CD. This classification breaks 
down into 

(a) 

(b) 

(c) CD 8) 

(d) 

(e) 
CD® 
CD 0, 

which corresponds to the earlier classification into I, II, 
and III. Take paths in classification (a); then CD ® can 
be pulled off the node P as in Fig. 11 without affecting 
the W(p) of the path or its contribution to the critical 

term. By the induction hypothesis the contribution to 
the coefficient of the critical term from such paths is 
(_1)0. Consider paths in classification (b). Then CD ® 
can be pulled off P as shown in Fig. 12, introducing one 
crossover node which by the hypothesis of the induction 
makes a contribution to the critical coefficient of (-1)1. 
By continuing in this manner one sees that the contribu­
tion to the critical coefficient is (-1)0+ (-1)1+ (-1)2 
+ ( -1)1+ ( -1)0= 1. In the general case where the free 
node is of "order 2n" and n is odd, the corresponding 
sum2(-1)o+2(1)1+ .. ·+2( _1),,-2+( -1),,-1= 1. When 
n is even one gets 2(-1)0+2(-1)1+·· ·+2(-1),,-2 
+(-1),,-1=2-1=1. Thus the induction proof goes 
through and the normality hypothesis may be removed 
from the theorem and the lemma. 

(3) In the original Feynman conjecture as formu­
lated in [H], the graphs under consideration are lattice 
graphs and the counting of the graphs is less detailed. 
By lattice graphs are meant graphs whose arcs are 
vertical or horizontal line segments joining all pairs of 
vertical or horizontal nearest neighbors in a finite, 
rectangular lattice. If, in the case of lattice graph im­
bedded in the plane, one sets all indeterminates equal 
to one another, then the theorem proved provides an 
affirmative resolution of Feynman's conjecture. If the 

0. @ 
FIG. 11. One category of paths r..

z 
I~ rs' 

at node of order 6. \Y~ V 

Q) ® 

path imbedded in the torus has no turns, its carrier is an 
admissible graph not satisfying Feynman's conjecture. 

FIRST CROSSOVER THEOREM 

The following strengthening of Theorem 1 features 
the condition (here restated) of Lemma 1 and is useful in 
the analysis of the Ising model for dimension two with 
next nearest neighbor interaction ([NM], pp. 354, 374--
375) and for dimension three. 

Theorem 2. Let G be a normal graph. Let *II (J + W[P]) 
be the formal infinite product over all different, nonperiodic, 
cdls equivalence classes, where at k nodes PI, P 2, "', P k 

a crossover condition is imposed, i.e., if the cdls goes 
through of any the Pi, 1 ~ i ~ k, then the cdls satisfies the 
crossover condition at Pi. Suppose Go adcc G so that Go is 
consistent with the crossover conditions in the sense that if 
the crossover condition joins two arcs and one of them is in 
Go, then the other is in Go. When the infinite product is ex­
panded as a sum of monomials, the coefficient of x (Go) is 
( -1) "c(Gol, where nc (Go) is the number of crossover nodes 
in Go such that all the arcs in the crossover condition are in 
Go. All the other monomials in the formal infinite sum 
expansion have coefficient zero. 

To summarize 

*II(l+W[p])= L (-l) nc(Golx(Go). 
Go adee G 

Proof. The coefficient x(Go) for Go adcc G has been 
determined by Lemma 1. The proof that the remaining 
coefficients are zero follows exactly as in Theorem 1. 

TORUS IMBEDDING 

Theorems 1 and 2 give combinatorial identities for 
graphs imbedded in the plane. In Feynman's approach, 
the identity used is correct for imbedding in the plane, 
but another stage of his calculation ([H], p. 8, Eq. 11) 
used imbedding in the torus. Essentially, the correct 
formula for this case is given in [PW]. What is presented 
here is a rigorous proof of a generalization of that 
formula. The extent of the generalization is exactly the 
same as the extent that Theorem 2 is a generalization of 
Feynman's conjecture (insofar as it is not limited to 

0. @ 

FIG. 12. Another category of ®~® 
paths at node of order 6. _ / ~ 

Q) G) 
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lattice graphs, does not lump all bonds together, and 
does handle crossover conditions), and the original Kac­
Ward identity (for the foregoing reasons and insofar as 
an infinite number of coefficients, regarding which the 
Kac-Ward formula says nothing, are shown to be zero). 

Consider now an undirected normal graph G on the 
torus. Take a representation of the torus as a rectangle 
with edges identified properly. It is required that no 
node of G be on an edge of the rectangle, that the only 
points that G have in common with any edge are 
crossing points, and that G have no points in common 
with the corners of the rectangle. Let B(G) = number of 
horizontal edge crossings in G; V (G) = number of verti­
cal edge crossings in G. Note that one horizontal 
(vertical) edge crossing Crosses both identified horizontal 
(vertical) edges. Let B(p) and V(p) be the correspond­
ing quantities counted with multiplicity for cdls p in G 
and let 

Wh(p) = (-I)H(plW(p) (8) 

Wv(p) = (-I)V(plW(p) (9) 

W h.v(P) = (-I)H(pHV(plW(p). (10) 

Theorem 3. Let Go be an admissihle subgraph of a 
normal G imbedded in a torus, and consider 

f =t[*n(1 + W h[p])+*n(1 + Wv[p]) 
+*II(1 + W h •• [P])- *II(1 + W[p])], (11) 

where the products are taken over the nonperiodic equiva­
lence classes cdls such that at nc(Go) nodes of Go a crossover 
condition is imposed with all the arcs of the crossover condi­
tion in Go. When the infinite product is expanded as a sum 
of monomials in the indeterminates the coefficient of X (Go) 
is (-1) "c(Gol. All the other monomials in the sum have zero 
coefficients. 

Thus 
f= L (-l) n c(Golx (Go). (12) 

Go adee G 

Suppose G' is a normal graph in the plane formed by 
appending to G in the complement of the rectangle 
H(G)+ V (G) piecewise linear arcs with no self-inter­
sections, each arc joining a pair of identified points. 
Consider these new arcs amalgamated with the original 
arcs, points of which they join. Introduce a node for 
each intersection of arcs outside the rectangle and re­
quire such a node to be a crossover node. To each cdls p 
of G corresponds a unique cdls p' of G', where 

W[p']= (-I)H(pl+V(plW[p]= W h.v[P]. 

Go' is an admissible subgraph of G' formed by appending 
H(Go)+ V{Go) of the previous piecewise linear, non­
self-intersecting arcs to Go, and amalgamating these 
arcs with the appropriate arcs of Go. As a cOllsequence 
of the Jordan Curve Theorem, the number of crossover 
conditions in Go' with both sides in Go' is nc(Go) 

+H(Go)V(Go) mod 2. Thus 

*II(l + Wh.v[p]) = *II(l + W[p']) 

L (_l)n,(GoHH(GolV(Gol X(Go), 
Go adee G 

*II(1+Wh[p])= L (-l)ndGoHH(Go)l'(GOlH(Golx(Go). 
Go arlee G 

The coefficient of x(Go) in f is 

H _l)n,(GoHH(GolV(Gol{ (_I)H(Gol 

+ (-1) V(Go) - (_I)H(Go)+V(Gol+ I}, 

which for all integral values of H(Go) and V(Go) is equal 
to (-1) nc(Gol. The other terms in the expansion are 
equal to zero. 

STATUS OF KAC-WARD 

Now that Feynman's conjecture relating weighted 
paths and graphs has been established for the case of 
plane imbedding and torus imbedding it is in order to 
look into its precursor, the [KW] determinantal ap­
proach. In [KW] it is shown that their determinant 
gives approximately the right answer for the case of a 
lattice graph in the torus imbedding. [PW] has given a 
modification (linear combination of square roots of 
determinants) which gives exactly the same result as 
does the algebraic approach of Onsager-Kaufman. What 
is developed here is a general theorem applying to all 
graphs (not only lattice graphs) whose validity does not 
rest on the formulas of Onsager-Kaufman. 

For simplicity, consider the case of a plane imbedded 
graph. For that case Theorem 1 asserts 

II*(1+W[p])= L x(Go), (13) 
Goad G 

where the product is taken over different cdls equiva­
lence classes. From this it follows that 

II*(I+W(p»=[ L x (Go)]2, (14) 
Go ad G 

where the formal infinite product is taken over all 
different nonperiodic cdls. From (13) it follows that in 
the expansion of the left-hand side of (14) monomials 0 
with at least one exponent !J.j> 2 have coefficient zero. 
The Kac-Ward determinant ([KW], pp. 1333-1334) is 
the sum of all products W(p) for different nonperiodic 
p, where no two p in a product have the same directed 
arc in common. If now it can be shown that the sum of 
all products 0 of W(p) (where p is nonperiodic, the 
maximum !J.j of 0 is equal to two, and at least two (p) 
have the same directed arc in common),.is zero, then it 
follows that for planar graphs G the Kac-Ward determi­
nant is equal to 

[ L X(Go)]2 
Goad G 

as claimed. Similar to the situation in the latter half of 



                                                                                                                                    

COMBINATORIAL ASPECTS OF THE ISING MODEL 211 

the proof of Theorem 1, this reduces to showing that for 
all path factorizations, into paths now instead of path 
equivalence classes, with just two appearances of the 
same directed arc, the sum of the products of W (p) is 
zero. That this sum is zero follows from the fact that 
if UI~U2 and Dlul, DIU2, D luIDlfX2 are cdls, then 
W(DlfXl)W(DlfX2)+W(DlfXIDlfX2)=O, which is Eq. (4). 

If one now expresses the four individual summands of 
Theorem 3 as square roots of appropriate determinants 
one justifies the first result in [PW]. The determinantal 
method which is the major breakthrough in the combina­
torial approach has now been justified ([KW], p. 1332; 
[NM], p. 366). The Feynman conjecture in a certain 
sense is a deeper proposition than the Kac-Ward 
identity since it gives the additional information that all 
higher order terms are zero, although an argument, the 
one just given, is needed to go from it to the Kac-Ward 
identity. The Kac-Ward approach has a certain ad­
vantage, although in a sense it says less, since it says 
just enough and that by way of a finite formula rather 
than by way of a formal sum. 

EVALUATION OF PATH FUNCTIONS 

Now that Feynman's conjecture has been established 
for the plane imbedded and torus imbedded cases and 
the Kac-Ward identity has been established for both 
cases and some of the relations between them have been 
clarified, it remains to be seen how these two methods 
yield the partition function of the Ising problem for the 
case of a rectangular lattice with different horizontal 
and vertical interaction constants, the case settled by 
Onsager and Kaufman. Since the Feynman method has 
been presented only for the case of both interaction con­
stants the same, in a document [H] not widely circu­
lated, with several approximations made unwittingly 
(Theorems 1 and 3 were not available when [H] was 
written), and with the relation to the Kac-Ward meth~d 
not fully appreciated, it will be presented here in detaIl, 
largely following [H], together with a considerable 
simplification which bypasses the routine harmonic 
analysis of the difference equation. The simplification 
stems froin an idea used in a different context by 
Temperley [T],13 Since the Kac-Wardmethod is avail­
able in widely circulated form [KW], only its connec­
tion with the Feynman method will be discussed here. 

According to [NM], pp. 358-359, finding the desired 
partition function leads either via the low-temperature 
expansion or the high-temperature expansion to finding 

L x(Go), 
Go ad G 

where (1) G is a rectangular graph imbedded in a torus 
(so that the top and bottom boundaries are identified as 
well as the extreme left and right boundaries) rather 
than in a plane for simplicity at the later stages of the 
calculation (2) the indeterminates corresponding to 
horizontal ~rcs are all set equal to x, and (3) the inde-

FIG. 13. Notation for direction 
of steps. 

terminates corresponding to vertical arcs are all set 
equal to y. For this choice of G, if P has karcs - W(p) 
= ( -1) n(p) is the product of k factors (weights),. each of 
which is acquired in going from one arc in p to the next, 
following the circular order. There are three alternatives: 
(1) going straight ahead in which case the factor is one, 
(2) making a left tum in which case the factor is 
fX=exp[i(?r/4)], and (3) making a right turn in which 
case the factor is a. What one is doing here is regarding 
(-l)n(p) as equal to exp[(i/2)J;, curvature ds], ex­
pressing the latter in Stieltjes form and allowing for 
discrete changes in the tangent angle. The effect of 
introducing weights is that in traversing part of a path 
p, by multiplying the appropriate weights one can 
measure the contribution one has made toward - W(p). 
Feynman's method-as does the Kac-Ward method­
capitalizes on these weights. One of the unsuccessful 
approaches to the three-dimensional problem has been 
to search for corresponding weights, and a corresponding 
W(p) for paths on lattice graphs in three dimensions. 

Let (m,n), O~m~M-1, O~n~N-1, be the Car­
tesian coordinates of point of the lattice in the torus. 
Naturally, there will be no confusion between the use 
of n for the second coordinate and the earlier use of n 
for number of nodes. Because of the torus imbedding, 
when a term is added to the first component it will be 
modulo M, and when a term is added to the second 
component it will be modulo N. As a directed path 
moves along the torus it may go right, (m,n) to (m+l,n); 
left, (m,n) to (m-I, n) ; up, (m,n) to (m, n+ 1); or down, 
(m,n) to (m, n-l), which directions are indicated in 
Fig. 13 by 1, 2, 3, or 4. 

Let /3jk(m,n,r,s), 1~j:::;4, 1:::;k:::;4, - 00 <m< oc, 

- 00 <n< 00, O:::;r, O:::;s, be the sum of the weights of 
all directed paths starting from the origin in direction j, 
making r horizontal steps and s vertical steps, thus 
reaching (m,n), and ultimately leaving (m,n) in direc­
tion k. Note that r+s2:m+n. Thus the directed path 
in Fig. 14 contributes a to /331(0,1,0,1) and makes no 
contribution to /332(0,1,0,1), to /333(0,1,0,1), or to 
/334(0,1,0,1). The same directed path contributes a to 
/331(2,0,2,2), while it makes no contribution to /332(2,0,2,2), 
to /333(2,0,2,2), or to /334(2,0,2,2). The contribution it 
makes to /333(3,0,3,2) is 1. It makes no contribution to 
/3jk(m,n,r,s) when j~3. 

FIG. 14. A directed 
(nonc1osed) path. 

(5,1) 
• • 
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Let 

Thus 

Let 
4 

S(r,s) = df L {3H(O,O,r,s), 
i=1 

which is the sum of the weights of all closed paths 
starting from the origin and returning to the origin 
after r horizontal and s vertical steps. 

The step leading to any point (m,n) can come from 
any of the four points (m-l, n), (m+ 1, n), (m, n-l), 
or (m, n+1). In order to establish recurrence relations 
for {3jk(m,n,r,s), it is convenient to let 

{3il=/3il(m-l, n, r-l, s), 

{3i2={3i2(m+1, n, r-1, s), 

{3j3={3iS(m, n-l, r, s-1), 

{3j4={3j4(m, n+ 1, r, s-I), 

~i(m,n,r,s) = ((3il(m,n,r,s),{3i2(m,n,r,s), ... ). 

Thus, for O::=;m::=;M-l, O::=;n::=;N-1, 

Let 

{3jl (m,n,r,s) = (3 il+0+{3 iSa+/3 i4a , 

(3i2Cm,n;r,s) =O+{3i2+/3iaa+/3i4a, 

/3i3(m,n,r,s) =/3 j1a+/3j2a+/3j3+0, 

(3j4(m,n,r,s) = (3 jla+/3 jaa+O+{3i4. 

1 M-l N-l 

Bi(a,b,r,s)=-- L L ~j(m,n,r,s) 
MN m=O n=O 

(1S) 

xexp[-2~i(: +;) l 
then 

~j(m,n,r,s)= 1:1 ~1 Bj(a,b,r,s) exp[2~i(am +bn)]. 
a=O b=O M N 

Let B(a,b,r,s) be the 4X4 matrix whose jth row is 
Bj (a,b,r,s), and let /3(m,n,r,s) be the analogous 4X4 
matrix. Introduce the generating functions 

B(a,b; x,y) = L B(a,b,r,s)xry', 
r;:::O, 5;:::0 

/3(m,n; x,y) = L {3(m,n,r,s)xry'. 
r;:::O, 52:0 

This could be avoided in [H], which considers only 
equal horizontal and vertical interactions. Bya standard 
calculation (e.g., see Feller15 [F], Chap. XIV), utilizing 
the difference equations with initial conditions it follows 
that 

00 

B(a,b; x,y) = (I -mO-I= L :JTIJ, 
i=O 

,. [F) W. Feller, An introduction to Probability Theory and its 
Applications Gohn Wiley & Sons, In<;., New York, 1957), 2nd ed. 

where I is the 4X4 identity matrix and 

:Jrr= [xg ~~-:~ :;~l 
ax{3 ax{3 Y'Y ° 
ax{3 ax~ ° Y'Y 

(16) 

with (3=exp(-27ria/M) and 'Y=exp(-21rw/N). Let 
x=Xt and y= Yt. Then:Jrr" is a homogeneous function 
of degree n in t, and 

B(a b' r s)Xry. 
L '" 

r,5>0 r+s 
r+~1 

00 :Jrri(X,Y) 
= L -lnII-mL(X,Y)I, 

i=1 j 

{3(m,n,r,s )x'y' 
Tr L (17) 

r,5>0 r+s 
r+s~l 

M-l N-l [ (ma nb)] 
= - L L exp 2m -+- Tr In / I-:Jrr / , 

a=O b=O M N 

{3(O,O,r,s )xry. 
Tr L 

r,5>0 r+s 
r+5'2: 1 

M-l N-I 

- L L In/I-mL/. 
a=O b=O 

By Theorem 1 

In L x(Go)=lnII*(1+W[p])=lnII*[I- (-W[p])] 
Goad G 

[ 
~ (- W(P»i] 

=-tL* L , 
i=1 j 

where in the last case the outside sum is over different 
cdls. 

If the imbedding were in a torus instead of a plane the 
last expression would be equal to 

1 "S(r,s)xry' 
-2m 4.J ----, 

r+52:1 r+s 

where m=MN is the number of nodes on the lattice 
graph in the torus. Thus if boundary effects (distinction 
between plane imbedding and torus imbedding) are 
ignored, one gets 

S(r,s)x'y' 
In L: x(Go)=-tm L 

Go ad G r+5;::: 1 r+s 

M-l N-l 

=tm L: L InII-:JrrI, 
.. ~O b-O 

(18) 
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which is consistent with [KW], pp. ·1336-1337, and 
[H], p. 18. It is noteworthy that once the respective 
combinatorial identities are established, then the expo­
sitions in [H] and [KW] use essentially the same (in 
some cases unstated) approximations and reduce to the 
same manipulation of the matrix mI. 

In particular, the Feynman method as presented in 
[H] starts from a combinatorial identity involving 
weighted paths and admissible subgraphs imbedded in 
the plane, then uses an argument (valid for torus 
imbedding) involving closed weighted paths starting 
fro'm the origin and continuing for r horizontal and s 
vertical steps, then goes through a standard difference 
equation calculation as if the imbedding were in the 
plane, and finally reduces the answer to an expression 
in mI. In the presentation here the last transition from 
torus imbedding to plane imbedding is avoided by 
staying in the torus. Shortly it will be shown how the 
lengthy but standard calculation can be avoided by 
giving a direct interpretation of the final answer, 
utilizing an idea in [T]. The advantage of the Feynman 
method is that after' his combinatorial identity is 
established one pushes ahead by standard methods with 
no tricks needed. 

The Kac-Ward method starts from a determinantal 
identity valid for plane imbedding, but they apply the 
identity to a graph imbedded in the torus "ignoring 
boundary effects." The reason for doing this is that 
the evaluation of the enormous (4MNX4MN) de­
terminant can be reduced to an eigenvalue problem 
which has a neat solution in the case of the graph they 
chose but which has no known solution for the case of 
plane imbedding. The eigenvalue problem reduces to 
consideration of the same matrix mI as in the other case, 
so that the two methods are substantially equivalent 
and involve the same approximations. One way of 
roughly stating the connection between the methods is 
that Feynman's method is analogous to the treatment 
of random walks on the line in [F], Chap. XIV, by way 
of difference equations, and the Kac-Ward method is 
analogous to the discussion of random walks on a line in 
[F], p. 341, example (b), as a Markov chain with minus 
the identity plus the matrix of their determinant 
playing the role of the transition matrix. The words 
"roughly speaking" were used since in the analogy 
real numbers (probabilities) play the role of complex 
numbers (weights). To offset the advantage of automatic 
computation in the Feynman approach it should be 
mentioned that the determinantal approach has been 
successful ([PW], pp. 42-45) in handling correlations. 

AVOIDANCE OF DIFFERENCE EQUATIONS 

The difference equation and its succeeding harmonic 
analysis can be avoided in Feynman's method if one 
interprets mI', the transpose of mI, so that {3 represents 
one move to the right, fi={rl represents one move to 
the left, x represents a horizontal move, '}' represents a 

move up, .:y=,},-l represents a move down, and y repre­
sents a vertical move. The weights a, a=a-l, 1, and 0 
are associated with turns, as before. Each term in mIn, 
say 

mjj(n) = Lnl.n2.n3.n4anl.n2.n3.n4{3nl'}'n2x nay n" 

may be interpreted as the sum of the weights of those 
paths that start at a fixed point in direction j, continue 
for n steps of which n3 are horizontal and n4 are vertical 
so that at the end the net horizontal displacement is nl 
and the net vertical displacement is n2, and finally leave 
in direction j. If one applies 

M-l N-l (ma nb) 
L L e21ri -+-
a~D b~D M N 

to mjj(n), one singles out the terms corresponding to 
closed paths. From this, Eq. (17) follows, and the 
difference equation with its attendant harmonic analysis 
can be avoided. 

PATH FUNCTIONS IN THE TORUS IMBEDDING 

It might be asked how to handle the case of torus 
imbedding without approximation. Theorem 3 provides 
the clue. In [PW] this is carried through by the de­
terminantal methqd where, for example, *II(1 +W,,[p]) 
corresponds to the square root of a 4M,IVX4MN de­
terminant with the weights of a single row of vertical 
arcs changed by a factor of (-1) with corresponding 
changes for *II(l+W.[P]) and *II(1+Wh •• [p]). These 
large determinants are neatly evaluated in [PW] to give 
results which agree exactly with Onsager-Kaufman. If 
one were to apply the difference equation method 
to evaluate the terms in Theorem 3, in particular 
*IT(l + W h[P ]), there are two courses of action that 
come up naturally. The first is to multiply by (-1) the 
weights of the "turns" from those lines mentioned in the 
foregoing, namely, a fixed row of vertical arcs. As a 
result, difference equations (15) must be modified for 
those nodes which abut on this row so that in effect one 
has a system of linear difference equations with variable 
coefficients. This makes the analysis awkward, and 
unfortunately a similar awkwardness in aggravated form 
arises later for next nearest neighbors in dimension 2, 
for nonzero external magnetic field in dimension 2, and 
for dimension 3. The neat factoring of the problem into 
a four-dimensional one does not seem to go through 
readily. 

The second approach is to multiply the weight of 
each vertical arc by exp- (7f'i/N). This is neatly 
achieved by letting '}'= exp- (7f'i(2b+ 1)/ N) instead of 
exp- (27f'ib/M). Let mIh be mI with this new value for '}'. 
Then 

M-l N-l 

*II(1+Wh[p])= II II (ll-mIh!)!. 
a~O b~O 
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To get mI" retain the original ,)" but let 

/3= exp( -7ri(2a+ 1)/ M). 

To get :Jl1 h •v use the new /3 and the new')'. Then for the 
case of a torus imbedded lattice graph 

M-IN-l 

. L x(Go)o±t{ II II ([I-~h[)t 
Go ad G a=O b=O 

J.11-1N-l 

+II II ([I-mI.[)t 
a=O b=O 

M-IN-l 

+II II (II-mIh,.I)t 
a=O b=O 

M-IN-l 

- II II (II-:ml)!}. 
a-O b=O 

If one were to try to handle the torus imbedded case 
from Theorem 3 bypassing the difference equation, then 
one mighttry to handle the expression *n(1+Wh[P]) 
by multiplying weights of a row of vertical arcs by 
(-1). The resulting lack of homogeneity from node to 
node causes difficulty as it did in the difference equation 
approach. In following the progress of a path in ac­
quiring weights it is no longer sufficient to iterate a 4 X 4 
matrix mI, where the four is associated with the four 
directions to and four directions from each typical node, 
because there is no single typical node. One is led to 
consider a 4MNX4MN matrix mIh taking each of the 
arcs separately. One no longer need include factors like 
/3 or 'Y since they merely constitute a means of telling 
whether or not weights being counted are associated 
with closcdpaths. The:m which does this trick is minus 
the identity plus the matrix of the Kac-Ward determi­
nant suitably weighted to take care of the vertical arcs 
in the distinguished row. Let T(r,s) be the sum of 
weights of all closed paths involving r horizontal and s 
vertical steps. Note that if the old weights were used 
then T(r,s)=':JlS(r,s)=MNS(r,s). Instead of Eqs. (17) 
and (18), one gets 

. T(r,s)xry8 

InL x(Go)=-t L ~ InII-:mhl. 
Goad G r+s::O:l r+s 

Here one naturally goes from Feynman's conjecture to 
the original Kac-Ward determinant, If the alternative 
homogeneous weighting is used on all vertical arcs, then 
one can reduce the calculation directly to that of a 4X4 
determinant. 

ISING MODEL . FOR DIMENSION THREE AND FOR 
DIMENSION TWO WITH NEXT NEAREST 

NEIGHBOR INTERACTION 

The success of the strategy of using an identity re­
lating paths and graphs valid for plane imbedded graphs 
or tOru3 imbedded graphs and then in the case of torus 

imbedded lattice graphs by any of the methods (de­
terminant, difference equation, or direct) evaluating the 
resulting expression in paths, suggests that a similar 
approach be used for the Ising model next nearest 
neighbor interaction with zero-external magnetic field in 
dimension two and for the Ising model with only nearest 
neighbor interaction and zero-external magnetic field in 
dimension three. First it must be made clear what ex­
pression in admissible graphs is sought. Kac has in­
formed the author that he and Ward had proved that in 
a certain sense for the case of dimension three there is no 
system of weights like the system which they introduced 
in dimension two and which gave the identity involving 
paths and admissible graphs. 

Armed with this information, the author presents 
some examples which show that this is true. Neverthe­
less, by exploiting the notion of graph with crossover 
nodes for both the cases of next nearest neighbor 
interaction and dimension three and using weights, 
which depend on particular projections in two-dimen­
sional spaces for the case of dimension three, identities 
with sought-for expressions involving weighted paths on 
the other side are developed for both cases. ,Some of the 
motivations and ideas in this section came from the 
theory of knots, and it may be that a more intrinsic 
analysis in this direction may yield interesting results. 
The identities developed (in the case of dimension three 
there is an identity involving the sought-for expression 
in admissible subgraphs on one side and an expression 
in weighted paths, one for almost each two-dimensional 
projection-which plays the role of a coordinate system) 
are new but complex, and the evaluation of the expres­
sion in weighted paths has not yet been accomplished, 
Some results relating Feynman's conjecture to the 
fundamental group and first homology group of the 
graph as well as identities applicable to group rings will 
be presented on another occasion. 

Consider the earlier lattice graph, with both diagonals 
of each elementary two cell included and the midpoint 
of each elementary two cell included as a crossover node. 
Thus for each (m,n) , 0:::; m:::; M -1, 0:::; n:::; N -1, ap­
pend diagonals of the first kind going from (m,n) to 
(m+ 1, n+ 1) and of the second kind going from (m,n) 
to (m-1, n+ 1) getting 2~= 2MN neW arcs and also 
append nodes at (m+t, n+t), thus getting ~ new 
nodes each with a crossover condition. Really to be 
consistent with previous definitions one should have 
introduced arcs going from (m,n) to. (m+t, n+t) and 
from (m+t, n+t) to (m+1, n+1), but the nature of 
the crossover condition is such that a path which 
traverses the first arc must traverse the second, and so 
one amalgamates them. The fact that in the new 
"graph" two different arcs have common inner points 
causes no problem. The combinatorial problem to which 
the next nearest neighbor problem reduces is to find 
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where gnl,n2,na,n4 is the number of admissible subgraphs 
consistent with the crossover conditions' having nl 
horizontal arcs, n2 vertical arcs, na diagonal arcs of the 
first kind, and n4 diagonal arcs of the second kind. The 
dimension three nearest neighbor Ising model reduces to 
finding 

with tml,m2,mg equal to the number of admissible 
subgraphs of the given lattice graph in three dimensions 
with nl arcs parallel to the x axis, n2 arcs parallel to the 
y axis, and na arcs parallel to the z axis, 

WEIGHTED PATHS IN THREE SPACE 

One approach to the dimension three case is to assign 
weights (elements of a field probably noncommutative) 
to each tvrn, these as a result assigning weights to cdis 
so that Feynman's conjecture with these weights is true, 
A question arises as to what constitutes a "turn," For 
dimension two there were three allowed turns S, 
straight ahead, with weight l; L, left with weight 
a=exp(i'II/4); and R, right with weight ii. Reverse is 
disallowed or, which amounts to the same thing, given 
weight O. Suppose one talks of "turns" from current 
direction, thus getting five allowed turns: S, straight 
ahead with weight s; L, left with weight l; R, right with 
weight,; U, up with weight u; and D, down with weight 
d, instead of the 30 "turns" one would get if a "turn" 
were specified by the ordered pair consisting of the 
incoming direction followed by the outgoing direction, 
Suppose s=e, the identity element of the field. In order 
that each admissible subgraph of the three-dimensional 
lattice graph be counted correctly, it must be that the 
product of the field elements corresponding to turns 
equals -e. What Kac and Ward found (oral communi­
cation) i.s that no such uniform assignment of field 
elements is possible, no matter what the field. One 
closed path (unknotted) described by successive turns 
is DSLLDSLSUULS. Thus dl2dlu2l= -e. Another is 
DLLDLL. Thus dPdl2= -e, l-lu2l=e, u2=e. A similar 
argumentyieldsl2=d2=e. But -e=dl2dP=d2=e, which 
is a contradiction, thus yielding the Kac-Ward assertion. 

A more decisive nonexistence theorem involving as­
signment of field elements to the 30 "turns" would be 
desirable. Nevertheless, this is negative evidence as 
regards the possibility of establishing the identity of a 
function of weighted paths with the desired function of 
admissiblesubgraphs. 

SECOND CROSSOVER THEOREM 

Consider now the three-dimensional lattice graph G. 
Take a regular projection P of G into some two­
dimensional subspace. By a regular projection P is 
meant one such that if for each POEP(G) by p,(Po) the 
multiplicity of Po (the number of elements of G mapping 
onto, Po) is meant, then all but a finite number of 
elements of peG) have multiplicity one and the re-

maining elements having finite mUltiplicity. There are 
an infinite number of such regular projections. P(Go) 
plays the role of the knot diagram in knot theory (see 
Alexander [A]16). The "diagram" of a knot ([A], pp. 
276-277) depends on the particular projection, but the 
Alexander polynomial of the knot doesn't depend on the 
particular projection and the Alexander polynomial can 
be computed from the "diagram." It was just these con­
siderations, as well as some of the more intimate details 
in the knot theory development, which motivated the 
current theorem. For the three-dimensional Ising prob­
lem one is interested in 

L x (Go) 
Go ad G 

with no crossover constraints. With proper identification 
of indeterminates, this reduces to 

L x (Go) 
Go adec P(G) 

with proper crossover constraints at those image ele­
ments (now nodes) whose multiplicity is greater than 
one. 

Since both the three-dimensional Ising model and 
the two-dimensional Ising model with next nearest 
neighbor interactions reduce to evaluations of the type 

L X(Go), 
Go adoc G 

consider Theorem 2. Here Eq. (7) 

*II(l+W[p])= L (-l)nc(Go)x(Go). 
Go adoc G 

Moreover, for the G of two-dimensional next nearest 
neighbor interactions, the approximate result following 
Eq. (18) is 

M-l N-l 

In L (-l)nc(Golx(Go)=t;n L L InJI-:illnnnJ, 
Go adee G a=O b=O 

where now :ill""" is an 8X8 matrix, The 'rows of this 
matrix correspond to the eight different directions of 
approach to the typical one of the ;n lattice points, its 
columns are the same with respect to outgoing direc­
tions, and its entries reflect the number of horizontal, 
vertical, and diagonal steps of both kinds (the net 
displacement and the weight acquired in turning) in 
each step. The exact expression appropriate for torus 
imbedding involves the same linear combination of de­
terminants as in the nearest neighbor interaction, but 
now one has 8X8 determinants, Thus for 

L (-l)nc(Golx(Go), 
Go adcc G 

not only is an identity available, but also a formula for 

16 [AJ J. W. Alexander, Trans, Am. Math. Soc. 30, 275-306 
(1928). 
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evaluating the resulting function of weighted paths. 
Unfortunately, what is sought for physical applications 
is 

L X(Go). 
Go adcc G 

For concreteness, think of the next nearest case where 
at the center point of each of the elementary two cells a 
crossover condition is imposed. Then 

fCG(d) = *II(1 + W[P]) = L (-1)nc(GO)X(Go), 
Go adcc G 

where C is the collection of crossover nodes, and d is a 
vector whose components correspond to the inde­
terminates, one component for each indeterminate. For 
each P ie, let d2i- h d2i correspond to the two diagonals 
in the crossover condition. If 

fl;jCG(d) 

= dfH - fCG(dl, .. " d2i- 2, -d2i- 1, -d2i , d2i+l , .• " dn ) 

+ f CG(dl, .. " d2i- 2, -d2i- l , d2i, d2i+l , .• " dn ) 

+ f CG(dl, ... , d2i- 2, d2i- 1, - d2i, d 2i+l , ••• , dn ) 

+ f CG(dl, .. " d2i- 2, d2i- 1, d2i, d2i+l , •• " dn)}, 

then fl;jcG(d) is equal to the sum of (-1)nc(Go)+lx(Go) 
for those Go adcc G with both arms at Pi in the crossover 
condition plus the sum of (-1) n,(GO)X(Go) for all other 
Go adcc G. The effect of fl. on f CG(d) is to eliminate 
undesired minus signs in the expansion of fCG(d), the 
signs being those associated with the crossover condition 
at Pi. From this is deduced 

Theorem 4. 

(IIflj)fCG(d)= L x (Go). 
j.c Goadcc G 

This is the identity between a function of weighted 
paths and the function of admissible subgraphs desired 
for the two-dimensional Ising model with next nearest 
neighbor interactions and the three-dimensional Ising 
model with nearest neighbor interactions. 

The reformulation for the torus imbedded case is 
immediate. 

ISING MODEL FOR DIMENSION TWO WITH 
EXTERNAL MAGNETIC FIELD 

By means of the low-temperature expansion the Ising 
model for dimension two with external magnetic field 
can be ([NM], pp. 358-359) reduced to finding 

where hnl.n2,"3 is the number of 2 chains mod 2 or 
equivalently, unions of elementary two cells whose totai 
area is n3 and whose interior boundary has nl horizontal 
arcs and n2 vertical arcs. For the case of torus imbedding, 
the adjective interior is unnecessary. For the case of 

plane imbedding, ignore boundary effects by letting 

where ha.nl.n2.na is equal to the number of 2 chains 
mod 2 whose total area is na and whose full boundary 
has nl horizontal and n2 vertical arcs. 

Suppose one steers a course midway between the 
complications of the pure plane imbedding and those of 
the torus imbedding. Consider combinatorial identities 
appropriate to ha and therefore appropriate to the ap­
proximate plane imbedding. The techniques can be ex­
tended to the torus imbedding, but this will not be 
done here. 

A key notion is that of an index of an admissible 
planar graph relative to a point of the plane. Let i(Q; G) 
be the index mod 2 of a point Q relative to an admissible 
linear graph G imbedded in R2 where QaG. Take any 
simple arc going from Q to the point at infinity and 
intersecting G at a finite number of points, no one of 
which is a node and all of which are crossing points. If 
the number of intersections of the arc with G is odd, then 
i(Q; G) = 1. If the number of intersections of the arc 
with G is even, then i(Q; G)=O. Since the homotopy of 
an arc past a node of an admissible graph G does not 
change the parity of the number of intersections with G, 
note that i(Q; G) does not depend on the arc chosen. An 
analogous definition can be given for i(Q; p), where now 
multiplicity must be taken into account. Consider any 
[pi; x(G)]= {[pI}' ·[pk]}. Then 

k k 

II (-1)i(Q;p;) = exp[i1r L i(Q; Pi)]= (-1) i(Q;Go). 
j=1 j=1 

From this, one gets the following: 
Theorem 5. Let G be a planar graph with a set of nc(G) 

crossover conditions. Let Qj, 15,j5,a, be points of the 
plane not on the graph. With each Qi associate an inde­
terminate Wi' Assume the indeterminates commute under 
multiplication and w/= 1, 15,j5,A. Then 

*II(1 + W[pJWI i(Ql;P) • • 'WA i(QA;P» 

L ( -1) nc(Golx (GO)Wl i( Ql; Go>. .. W A i( Q A; Gol • 

Go adcc G 

Note that in the special case of no crossover conditions 
and G the two-dimensional lattice, the last expression in 
Theorem 5 becomes ha(x,y,w) if (1) the i(Qjj Go) are 
given their 0 or 1 determinations and regarded as ordi­
nary integers, (2) one and only one Qj is placed in each 
elementary two cell, say at its center, (3) the inde­
terminates corresponding to horiwntal (vertical) lines 
are set equal to x(y), and (4) all the Wi are set equal to w. 
An alternative expression for ha(x,y,w) has been de­
veloped involving the convolution of A expressions, but 
it will not be presented here. 

For the case just discussed, one way of modifying the 
indeterminates in Theorem 2 so as to get the result of 
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Theorem 5 would be to draw a horizontal line lj to the 
right through each Qj and for each arc A i let the new 
indeterminates be 

A 

d i II Z/i, 
;=1 

where )J.j= 1 if A i intersects lj and )J.j= 0 if A i does not 
intersect lj. If these are used instead of the indeterminates 
of Theorem 2, then the special case of Theorem 5 re­
sults. There are many alternative ways of modifying the 
indeterminates so as to achieve the same final result. 

ISING MODEL WITH A PARTICULAR 
EXTERNAL MAGNETIC FIELD 

Lee and Yang [L Y], in section V E of their paper 
(whose notation and results will be used without ex­
planation) on the connection between condensation in 
a lattice gas and the Ising model of ferromagnetism, 
summarize the state of knowledge on a two-dimensional 
ferromagnetic Ising square lattice in a magnetic field. In 
addition to the Onsager formula [OJ17, [KJI8 for the 
partition function with 0 external magnetic field and 
Yang's formula for the intensity of spontaneous mag­
netization at 0 magnetic field, they give for the free 
energy per spin at z= -1, which corresponds to a purely 
imaginary magnetic field equal to i7r/2, 

F(z= -1) 

i7r kT f'-f" =---- log{(1-x2)2[1+(6-4cos2w 
2 47J"2 0 0 

They reserve the proof of this formula for a later 
publication, which to the author's knowledge has not 
appeared. Nor has anybody else given any results on the 
case of nonzero external magnetic field which Lee and 
Yang say ([LYJ, p. 413) is related to the complete 
solution of the lattice gas model outside the transition 

17 [OJ L. Onsager, Phys. Rev. 65, 117-149 (1944). 
18 [KJ B. Kaufman, Phys. Rev. 76, 1232-1243 (1949). 

region. In the current communication it is shown 

F(z= -1; ~) --------+ + 00 
9/-+", 

odd 

so that the foregoing Eq. (48) is incorrect. 
The total number of spins in the Ising lattice is 

~=[iJ+[n 

The total energy of the Ising lattice is 

UI=H(nJ-[iJ)+[jtJ~ 
=-H~+2HUJ+[itJ~· 

The grand partition function 

(-~F) (-VI) 
Z=exp IT =L exp U 

(H~) [-2HUJ] [-~[itJ] =exp - L exp exp , 
kT kT kT 

where the sum is over all two to the ~th spin configura­
tions. With Lee and Yang let 

z=exp( -2H/kT) 
x=exp( - E/kT) 

and further let h(A,l;~) be the number of spin con­
figurations with A = UJ and 1= [it J. Then 

z=eXP(:;)LA.1 h(A,l; ~)ZAXI. 
Since 

h(A,l; ~)=h(~-A,l; ~), 

it follows if ~ is odd then 

LA even h(A,l; ~)= LA odd h(A,l; ~). 

Thus for z= -1 and ~ odd, 

Z(z=-l;~)=O and F(z=-l;~)=+oo, 

contradicting ([LYJ, Eq. [48J). The argument just 
presented applies equally well to plane and torus 
imbedding. 
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In this paper ergodicity conditions for a quantummechanical system are investigated in the line of thought 
of recent papers of Bocchieri and Loinger and of authors themselves. More precisely, the averaging (1 over 
all the initial states used in the paper by Bocchieri and Loinger is here substituted by an averaging <B over 
the initial states belonging to a given cell; that is to say, over all the microscopic states corresponding to 
a given macroscopic state. Restrictions to be imposed on the Hamiltonian in order that relation 

~ <B(Mu,(t)-s,/S)2«1 
.-1 S.2/S" 

be satisfied are then looked for. These restrictions could be obtained only in an implicit form. 

INTRODUCTION 

RECENTLY, Bocchieri and Loinger1 have given an 
ergodic theorem which may be expressed by the 

following relation: 

.V aM(u.(t)-s./S)2 N 1 
L < L-«1. 
.~1 s.2/S2 .=lS. 

(1) 

The notations here are the same as those given by 
other papers.1,2 More precisely, the energy shell is 
supposed to be subdivided into N manifolds (cells) 
VI' .. V N spanned by the vectors 

N 

w.i(v=1,2, ···N;i=l, ···S.;LS.=S). 
1'=1 

u.(t) denotes the quantummechanical probability that 
at time t the system is in a state belonging to the 
manifold V.; M denotes the time averaging; and a 
an averaging over the initial states. 

A stronger version of this theorem has been given 
later by the authors of this paper and is expressed by 
the following relation3 : 

_ SN 
P(JJ(a,I/Io»t'J) <exp[ -X(Smina)IJ+x+log-_ , 

JJ 

The average a in (1) and the probability P in (2) 
are calculated attributing an equal weight to all the 
initial states of the energy shell. These theorems state 
essentially that for the greater part of the time the 
following relation is very accurately verified: 

u.(t)=S.jS, (3) 

with the exception of a set of initial state vectors of 
very small weight. This result can be obtained on the 
basis of only two assumptions of a very general char­
acter: (a) the system has very many degrees of freedom, 
i.e., the quantities s. are very large, and much larger 
than N; (b) the time evolution operator is unitary. 

The interest of theorems (1) and (2) lies mainly in 
the fact that they show the importance of the role 
played by the geometrical structure of the energy 
shell as regards the laws of statistical mechanics. On 
the other hand, just because of their generality, these 
theorems cannot provide any ergodicity condition, i.e., 
they cannot distinguish the physical systems actually 
approaching thermodynamic equilibrium. This is es­
sentially caused by the fact that the averaging operation 
on which they rest does not take into account the 
selection of a particular class of states connected with 
the nature of macroscopic observations. 

X:::::O, 3. (2) We notice in this regard that the choice of the 
vectors w •• , by means of which the energy shell is 
decomposed into cells is not arbitrary, but imposed by 
the nature of macroscopic observation in the sense that 

Here t'J(a,I/Io) represents the time fraction during which 
even one of the quantities 

<l.(t) 
(U.(t)-S./S)2 

s//S2 

alone, for an initial state 1/10, is greater than a; P(JJ(a,I/Io) 
>J) represents the probability that JJ be greater than 
J. 

I P. Bocchieri and A. Loinger, Phys. Rev. 114,948 (1959). 
2 G. M. Prosperi and A. Scotti, Nuovo cimento 13, 1007 (1959). 
a This relation, more suitable for our discussion here, can be 

deduced from (6) of footnote 2 in a way similar to that used 
there to derive relation (10) from (5). 

a given macroscopic state must be completely char­
acterized by assigning the cell V. to which the state 
vector of the system belongs. 

To say, therefore, that a system exhibits an actual 
tendency towards a state of equilibrium V E amounts 
to saying that if one supposes to have found it in a 
state V,.. in a certain observation, there is a very great 
probability of finding it in the state VEin a successive 
observation. If the state V E has a microcanonical 
probability SE/S very near to one, i.e., much greater 
than that of all other states, the system will have the 

218 
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foregoing mentioned property only if relation (3) or 
even the weaker one: 

Mu.(t) = s./S (4) 

is verified, not for the overwhelming majority of the 
microscopic initial states belonging to the whole energy 
shell, but for the overwhelming majority of those 
belonging to each cell V,.. (If this is the case, obviously, 
the interpretation of the quantity s./S with v~E as 
the probability of a fluctuation towards the state V. 
is also justified.) 

One can immediately see that this cannot be inferred 
from theorems (1) and (2): in fact, on the hypersurface 
of the initial states corresponding to the whole energy 
shell, the statistical weight of all the states belonging 
to one of the manifolds V,. is actually zero. Conse­
quently, it cannot be excluded that they correspond, 
completely or even for the greater part, to exceptional 
configurations. (This is the case, for instance, if a par­
tition of the subdivision into cells exists which is invari­
ant with respect to the time evolution operator). For 
this reason in this paper, since we abandon the point of 
view of theorem (2) which would be too difficult in this 
case, we will substitute the averaging a of theorem (1) 
by an averaging <B performed over all the initial states 
belonging to the same cell and look for the conditions 
which the Hamiltonian must satisfy in order that the 
following two relations be verified: 

<BMu.(tY"'JSv/S, 

.V ffi(Mu.(t)-S./S)2 
L «1. 
.=1 s//S2 

(5) 

(6) 

The following example which is very simple, but 
particularly significant may conveniently illustrate the 
considerations of this section [see G. Ludwig, Z. Physik 
135,483 (1953)]. Let us consider a system S composed 
of two distinct macroscopic systems SI and S2. To 
characterize macroscopic observations on SI and S2 we 
will suppose that the energy ranges have been sub­
divided in consecutive intervals of equal width 
(Ea(!), Ea(!)+aE(!)), (Ea(2), Ea(2)+aE(2»), respectively, 
and that in each energy shell obtained, a system of 
basis vectors {W(llal'lil}, {W(2l a2'2i2} has been introduced. 
Clearly, every macroscopic observation on the whole 
system will consist of two independent observations on 
SI and S2, respectively, so that the macroscopic states 
of the total system S will be characterized by the energy 
shells (Ea, Ea+~E) with ~E=~E(1)+~E(2) and by the 
basic vectors 

Wa.i=W(l)alvlilW(2la2v2i2, with al and a2 such that 
Eal(l)+ Ea2(2)=Ea. 

If SI and S2 are thermally isolated, i.e., there are no 
energy exchanges, then evidently all the cells corre­
sponding to a given pair of values al and a2 are invariant 
submanifolds of the total energy shell. If initially SI 

and S2 are not already in the equilibrium configuration 
(equal temperature) they will never exhibit any tend­
ency to approach it. On the other hand, if SI and S2 do 
interact (thermal contact) one should expect that, 
under reasonable assumptions on the interaction 
Hamiltonian, SI and S2 actually tend towards thermo­
dynamic equilibrium. 

1. SOME PRELIMINARY RELATIONS 

We want to recall here, first of all, some formulas 
which will be needed in performing the foregoing 
mentioned average. 

Let us consider a normalized vector of a complex 
q-dimensional manifold spanned by the system of 
orthonormal vectors {rp p} 

If we attribute an equal statistical weight to all vectors, 
the extremities of which lie on the hypersphere of 

q 

equation Lp!cpj2= 1 (i.e., if we attribute to a certain 
1 

set of vectors, which corresponds to a certain region of 
the hypersphere, a statistical weight proportional to 
the area of that region), we obtain for the average 
value of the nth power of the quantity 

p 

u=Lp \Cp\2 (p~q), 
1 

the following expressi~n (due to von Neumann)4: 

p(p+ 1)· .. (p+n-l) 
(un) .. v 

q(q+ 1)· .. (q+n-1) 

By applying this formula in the cases p= 1, n= 1 and 
p= 1, n= 2, we get 

On combining the last result with that of case p= 2, 
n= 2 we obtain then 

By making use of the preceding results and of symmetry 
considerations, we finally have 

1 
(cpc~ *)av=-op~, (7') 

q 

Opp'O~~' +op~op,., opp,o~., +op.oP'" 
(cpcp,*c~*C")av '" (7") 

q(q+l) q2 

4 J. von Neumann, Z. Physik 57, 30 (1929), Appendix. 
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2. ERGODICITY CONDITIONS 

(a) Linear theorem 

Let us suppose ,yoCV/l, we may put 

BfJ 

,yo = Li(W/l;',yO)w!'}; (8) 
1 

we have then 

8V 8" 

u.(t) = Li LH'(W!'h,yO)*(W!'j',,yo) 
1 1 

x ( Wvi, exp( - ~Ht )W!'i ) * 

X ( Wvi, exp( - ~Ht )WfJi' ). (9) 

On applying (7/) to the manifold V!, one gets 

1 
m[ (W!'i>,yo) * (w!,i' ,,yo) ] =-Qij', 

S!, 
whence 

so that (5) will be satisfied if 

1 81' 8

V

j ( (i)) 12 S 
S!, ~i M ~i W.i, exp - ,/It W!'i ~;. 

If we put 

we may write 

(MU.(t)-S./S)2 

sNS2 

(b) Quadratic theorem 

8p. 81' 

Lif' Lkk' L(')/l;jj'L(')!';kk'* 
1 1 

Hence, if we make use of (7"), which gives 

(10) 

we obtain 

so that (6) will be satisfied if 

A reasonable way of satisfying this condition is to 
suppose 

I ~ I:i L(')Il;ijl«~' ~ :Eii' IVV)Il;i}' 12«~. 
S/l 1 N! SI'2 1 N 

That is, explicitly 

1

1 81' s. I ( (i)) 12 -;: ~i M ~i W.i, exp - iHt Wl'i 

l
iS. 

-siS «--, 
Nt S 

1 8/l 1 8/l I 8. ( (i))* - Li - Li' M Li W.i, exp - -Ht W/ll 
S/l 1 S/l 1 1 h 

X ( W.i, exp( - ~Ht )W!'i') - th' r«~ ~. 

(10') 

(10") 

We notice that if, instead of (10')(10"), one supposes 
the following much more restrictive condition, to be 
verified 

S. ( (i))* M ~i Wvi, exp - iHt W!,j 

X (W.i' exp ( - ~Ht)W/lj)~~; Oii" (11) 

then, as one can easily deduce from (9), condition (4) 
is satisfied for every initial condition and not only for 
the overwhelming majority of these." 

6 Starting from an initial state vector of the following type: 
N 

,yO=};p[u" (O)]ito", 
1 

where ,yo. is normalized and belongs to V. and denoting now by 
<B an average, by letting each ,yOI' vary independently within the 
cell VI' whole keeping u.(O) constant. Relation (4) may be still 
satisfied if one substitutes (10") with the following relation, 
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3. DISCUSSION OF THE RESULTS 

To understand the meaning of the ergodicity condi­
tions derived in the previous section, let us begin by 
discussing condition (11) which is the simplest formally. 

For j= j' the left-hand side of (11) becomes the time 
average of the norm of Wllj time evolved and projected 
on to the cell V •. Such a condition requires, therefore, 
that this quantity be proportional to the dimensions of 
the cell V. whatever the values of II- and j; that is to 
say that no cell may be particularly preferred in the 
course of the time evolution of W~j. 

For j~ j', the left-hand side of (11) becomes the 
time average of the scalar product of W~j and Wllj' 

time evolved and projected on to V p. Condition (11) 
then requires that there be no appreciable correlation 
between the directions of these two vectors. 

Conceptually conditions (10'), (10") are similar to 
(11); they contain, however, averages over the values 
of j and j' relative to a given cell V~; that is, they are 
therefore much less restrictive, as one can see immedi­
ately, if one realizes that reasonable values for s~ are, 
for instance, of the order of e1020

• 

We emphasize that (10'), (10") are the most general 
ergodicity conditions. Their analytical structure can be 
better understood by giving them another form. To 
this end let us consider the spectral decomposition of 
the Hamiltonian 

where P p is the projection operator on the manifold of 
eigenstates belonging to the eigenvalue Ep; we have 
then 

exp ( - ~Ht)=~pexp(- ~Ept)Pp; 
thus (M exp[ - (ijli)(Ep-Eu)t]=op,,), (10'), (10") 
become 

(12') 

~2';i~l'IM 2:,(w", exp(- ~Ht)W~i)* 
s~ 1 s~, 1 1 11. 

x(w", exp( - :Ht)W~'i)- ~O~~'Oi{«~;' 
However, these relations have only a formal interest in view 

of the fact that, from a physical point of view, no particular 
meaning may be attributed to state vectors of this type. 

(12") 

If we assume that there are no· degeneracies and denote 
by Up;.; the unitary matrix, which connects the energy 
eigenvectors with the basis W.i, we obtain 

8. ( (i»* M ~ W.i, exp - iHt Wl'j 

x ( W.i, exp ( - ~Ht )wl'j') 

S 8. 

= Lp U p;,,/U p;"j' L.\ Up;.;\2. 
1 1 

Condition (11) becomes then, under this assumption, 
equivalent to the ergodicity condition given by Fierz6 

8. S. 
",.jU '12~ £.....J' Pi"t - • 

1 S 

From (12') (12") one can see that our ergodicity 
conditions are essentially conditions on the spectral 
family of the Hamiltonian of the system, they are then 
connected in a rather complicated way to the structure 
of the Hamiltonian itself, and it does not seem an 
easy task to show that they are actually satisfied in 
the case of systems physically interesting such as, for 
instance, a gas of weakly interacting particles. 

This, no doubt, is their essential drawback. 
However, one should not forget that such a situation 

is not different from that of classical statistical me­
chanics where no criterion has yet been found to single 
out metrically transitive systems. (Metrical transitivity, 
in fact, is the ergodicity condition generally assumed 
in classical statistical mechanics.) 
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It is pointed out that Caratheodory's proof of his theorem on pfaffian forms, which was used in his axio­
matic development of thermostatics, is not complete and does not make clear whether this result is valid 
locally or globally. This theorem is replaced by a more precise statement of a local nature, for which a 
proof is given. By tracing through Caratheodory's use of the concept of thermal equilibrium with respect 
to simple systems, it is shown how the existence of a global entropy and absolute temperature may be 
deduced from this local result. 

1. INTRODUCTION 

I N 1909 Caratheodory proposed an axiomatic founda­
tion of thermostatics.' In this work he stated a 

theorem on pfaffian forms, known subsequently as 
Caratheodory's theorem, but mathematicians have 
found his proof to be incomplete. Moreover, it is not 
made clear either in the original or subsequent treat­
ments of Caratheodory's approach2- 5 whether this 
result is local or global. In Sec. 2 of this article, we 
shall restate the theorem more precisely as a local 
theorem and shall give a proof of our statement in 
Sec. 3. In the final section, we shall discuss how this 
local theorem finds a global application in thermostatics 
through the use of Caratheodory's assumptions on 
thermal equilibrium. 

2. CARATHEODORY'S THEOREM 

We quote Caratheodory's theorem': 
"Let a pfaffian equation 

dxo+X,dx,+·· ·+Xndxn=O (2.1) 

be given, where the Xi are finite, continuous, differ­
entiable functions of the Xi, and it is known that in 
every neighborhood of an arbitrary point P in the 
space of the Xi, there are points which cannot be reached 
along curves which satisfy this equation, then there 
must be a multiplier of the expression (2.1) which 
makes it an exact differential." 

In the course of his argument, Caratheodoryappears 
to establish that on the line Xo= t, Xk= ak, k= 1, .. " n, 
there is exactly one point which can be reached from a 
given point ao, at, .. " an along a curve satisfying (2.1). 
This would indeed show that the coordinates of the 
points which can be thus reached from P satisfy an 
equation of the form 

F (xo,x", .. ,xn) = 0, 

but it is not shown that F is a smooth function, which 

1 C. CaratModory, Math. Ann. 67, 355 (1909). 
I M. Born, Physik. Z. 22, 218-225, 249-254, and 282-286 (1921). 
a C. Caratheodory, tJber die Bestimmung der Energie und der 

absoluhn Temperatur mit Hilfe von re!Jersiblen Prozessen (S. B. 
preuss Akad., 1925), pp. 39-47. 

'S. Chandrasekhar, An IntroducUon to the Study of Stellar 
Structure (University of Chicago Press, Chicago, Illinois, 1939). 

& A. H. Wilson, Thermodynamics and Statistical, Mechanics 
(Cambridge University Press, New York, 1957). 

would be required for the remaining part of his proof. 
Without doubt, this single gap could be bridged with 
some further work on his proof, but additional diffi­
culties would remain, and the process of removing them 
could become tedious. Hence we have chosen to replace 
his argument with one of a different nature. Besides, 
neither Caratheodory's statement nor his proof clarifies 
the question of whether his result should be interpreted 
locally or globally. Thus we shall demonstrate, instead 
of the theorem quoted in the foregoing, a more precise 
statement which we call Caratheodory's Local Theorem: 
Let 

" DP=L Pidx, (2.2) 
i=l 

be a given pfaffian form in a region G of the space whose 
points have coordinates Xl, "', X,.. Suppose that the Pi 
are infinitely often differentiable functions of the Xi and 
that L;i='" PiPi> ° in G. Suppose further that in every 
neighborhood R of an arbitrary point aeG there exists 
another point in R which cannot be joined to a by a 
piecewise smooth curve satisfying Li_l"P .. dxi=O, and 
lying entirely in R. Then in some neiglWorhood of a 
there are functions X(Xi) and cp(Xi) such that 

DP=Xdcp. 

The proof of this theorem is the subject of the next 
section. 

3. PROOF OF CARATHEODORY'S LOCAL THEOREM 

We quote a theorem on pfaffian forms: 
Every pfaffian form 

w=g,d/1+" ·+gmdfm, 

in which the symbols which occur, /I, gi, are infinitely 
often differentiable functions of n independent variables, 
say u" "', Un, can be put into one or the other of the 
following forms (in some neighborhood of each point)6 

w= dz,+y2dz2+ ... +yplizp, (3.1) 

(3.2) 

& C. CaratModory, Variationsrechnung und Partielle DijJerential,­
glei,chungen Erster Ordnung (B. G. Teubner, Leipzig, Germany, 
1956), Vol. 1. 
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In each of these expressions, the symbols which occur Yi, Zi 

are mutuaUy independent (infinitely often dijJerentiable 
functions of U1, "', Un). 

We shall see that our theorem follows almost im­
mediately from this one. 

Consider a point aEG. Then in some neighborhood, 
H of a we may write either 

r+1 

DP= L: A,-dCPi, (case I), 
i=l 

or 
r+1 

DP=dcp1+ L: Aidcpi, (case II), 
i=2 

in general, where, in accordance with the theorem 
quoted in the foregoing, all of the Ak and CPk occurring 
are independent functions of Xl, ••• , xn• In case I, we 
must have at least one of the Ai> ° at a, since 

We may assume in this case, without loss of generality, 
that A1>0 at a, and that H is so chosen that AI> E>O 
in H, where E is some positive number. Then define 

or 
DQ=DP (case I), 

DQ=DP/X1 (case II) 

in H, so that DQ has the form 

r 

DQ=da+ L: p,-dqi> 
i~l 

(3.3) 

in general, where a, Ph qil j = 1, ... , r, are independent 
functions of the Xi and DQ satisfies the hypotheses of 
Caratheodory's local theorem in H. We shall show that 
actually DQ=dli, and that the Pi and qj cannot occur. 

Suppose that there is at least one Pi and {jj occurring 
in (3.3). Then choose V2r+2, ... , Vn so that a, Ph (jh ih, 
j = 1, ... , r, k= 2r+ 2, ... , n, form a set of independent 
functions in some neighborhood H of a contained in H, 
and take them to be coordinates there. Let these 
coordinates of a be given by aa, aPil a{jj, afh. l\hke the 
further coordinate transformation 

r 

a=a-aa+ L: aPj({jj-a{jj), 
i~l 

i=l,···,r, k=2r+2,···,n. 

Then the coordinates of a all become zero; also 

r 

DQ=da+ L: Pidqi. 
j~l 

Consider now a neighborhood N of a, contained in H, 
of the form 

-12<a<12, -21<pi<21, -l<qi<l, -l<vk<l, 

where 1 is some positive number. Given any point bEN, 
with coordinates blX, bPi, bqi, bVk, we shall now construct 
a curve CEN, satisfying the pfaffian equation DQ=O, 
and joining a to b. Let C consist of the five smooth 
parts, C 1, ••• , C 5 defined as follows, where i= 1, ... , r, 
k=2r+2, ... , n 

C1 : a=O, Pl= -tl, P2='" =pr=O, qi=O, Vk=O; 
O~t~1. 

C2: a=blX(t-1), P1= -1, P2='" =pr=O, 
q1=1-1blX(t-1), q2=' .. = qr=O, Vk=O; l~t~ 2. 

C3 : a=blX, p1=1(t-3), P2='" =pr=O, q1=l-lblX, 

q2='" =qr=O, Vk=O; 2~t~3. 

C4 : a=blX, pi=O, q1=I-lblX(4-t)+~1(t-3), 

ql=~I(t-3), Vk=O, 3~t~4. 

C5 : a=blX, Pi=bPi(t-4), qi=bqi, Vk=bVk(t-4), 4~t~5. 

But the existence of the curve C violates our hypotheses. 
Thus the only alternative is that (3.3) read dQ=da, or 
either DP= A1dcp1 (case I) or DP=dcp1 (case II). On 
defining A=Al in case I, A= 1 in case II, and cP= CPl in 
both cases, we get DP=Adcp in H, and hence the 
theorem is proven. 

4. GLOBAL APPLICATION OF CARATHEODORY'S 
THEOREM IN THERMOSTATICS 

This, our concluding section, is devoted to a remark 
on how the local Caratheodory theorem is applied 
globally in the space of states of a system through the 
use of the concept of thermal equilibrium. The develop­
ment is essentially that of Caratheodory,1 but the 
remarks on local and global interpretations are ours. 

Caratheodory considers simple systems which, as far 
as we are concerned, are pfaffian forms of the type 

n 

dE+ L: X.-dVi , (4.1) 
i-I 

where n may take values 1, 2, .. '. The Xi are functions 
of E, VI, ... , V n. These forms constitute a class with 
the following properties of interest to us; 

(a) The hypotheses, and, hence, conclusions, of 
Caratheodory's local theorem, hold for all forms in this 
class. 

(b) There exists a quantity (J, called the empirical 
temperature, expressible as a function of E, VI, .. " V n, 
i.e., (J= feE, VI,' .. , V n), such that the rank of the 
matrix 

(4.2) 

is two. 
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(c) From any two forms in the class 

N' 

dE'+ r: X/dV;', 
i=l 

N" 

dE"+ r: X/,dV/', 
i~1 

we may construct a third form 

(4.3) 

(4.4) 

... , YN", all of which are independent. Thus (4.7) yields 

au/iJu'=A'/A, aa/au"=A"/A, aa/aO=O, (4.8) 

from which we get 

a(A' /A)/ ae= a(A" /A)/ ao=o, 

which implies 

iJ InAjaO=a InA'jaO=iJ InA"/aO. (4.9) 

N' N" 

dE+ r: X/dV;'+ L X/'dV/', 
But since A' does not depend on u", ya", ... , YN"" and 

(4.5) A" does not depend on u', ya', ... , YN', we get from (4.9) 
i=l 

where E=E'+E", and the quantities 

E', E", V/, V/" i=I,···, !{', j=I,···, N" 

are related by 

'B(E', V I',· .. , V N.') = "0 (E", V r", ... , V N""), (4.6) 

where the left- and right-hand sides of (4.6) are func­
tions which give the empirical temperatures for (4.3) 
and (4.4), respectively. The empirical temperature of 
(4.5) must then also be equal to either side of (4.6). 
(The physical idea involved here is, of course, the 
formation of a system by putting two given systems 
into thermal contact with each other.) 

E is called the internal energy, VI, ... , V n the 
deformation coordinates, and Xl, ... , X n are called 
forces. A value of E, V I, ..• , V n is called a state. The 
condition on the rank of the matrix (4.2) insures that 
there is a path through each state along which (4.1) 
vanishes, but e is not constant and vice versa. [Physi­
cally this means that an isothermal process through a 
given state need not coincide with a quasistatic adia­
batic process, ·which is a curve along which (4.1) 
vanishes.J Also the rank condition on (4.2) ensures 
that E' and E" are determined by V 1', ... , V N/, e and 
V I'" •.. , V N"'" e, respectively, and, hence, because of 
(c), byE, VI.', ... , VN"". 

From these considerations, (a), and Caratheodory's 
local theorem, we see that for some neighborhood of a 
given state of the system (4.5) there exist state functions 
X and u such that (4.5) becomes Xdu. But this given 
state of (4.5) determines states of (4.3) and (4.4), for 
some neighborhoods of which (4.3) and (4.4) become 
)..'au' and ).."du", respectively. Thus for some neighbor­
hood of a given state of (4.5), we have 

Xdu=)..' du' +).." du". (4.7) 

Now because of the condition on the rank of (4.2), 
we may locally transform the independent variables of 
(4.3) and (4.4) to say, u', e, y/, ... , YN' and u", 0, ya", 

a InA'jaO= F(O) = a InA'/ ao, 

which yields relations of the form 

A' = L(O) 'G(u',Ya, .. ,YN.'), 

A" = L(O) "G(u",ya",· .. ,YN""). 

But from (4.7) we get also 

au/aYa'=O, 

(4.10) 

(4.11) 

which, when combined with (4.8h and (4.8)2, yields 

a In)../ aya' = (J InA' / aya' = (JAil / aYa' = 0, 

the last equality following since A" does not depend on 
ya". Hence (4.10) becomes 

A' = L(0)G(u',Y4',· .. ,YN")· 

By continuing this process we get 

A' =L(O) 'G(u'), A" = L(O) "G(U"), 

and hence 

. )..'du'=L(O)d f'G(u')du', 

X"du"=L(O)d j"G(ull)dull. 

Thus [L(O)]-1 is a possible integrating factor for both 
(4.3) and (4.4). Since the ratio of two integrating factors 
of (4.5) must be a function of u', L(O) is determined to 
within a multiplicative constant. 

Now since L(O) is known as a point function, once we 
specify the mUltiplicative constant, then we see that 
L(O) is a global integrating factor, not only for the 
forms (4.3) and (4.4), but for all simple systems. The 
local considerations have gone out in the wash. When 
the constant is properly fixed, L(O) is called the absolute 
temperature, and [L(O)J-l multiplied by (4.1) yields 
an exact differential expression for the entropy, which 
is globally determined. 
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For any given.azi~uth-indepen?ent scattering law, it is shown that the neutron transport equation with 
ext~rnal source IS ngorously eqUl~al~nt to a coupled system of Fredholm integral equations. These are 
den~ed both ~or vacuum a~d pen?dlC boundary conditions. A numerical integration scheme is given for 
solvmg these mte.gral equat.lOns Wlt~ no angular truncation error, thereby permitting the solution of the 
Boltzmann equahon numencally, With no error but that in the spatial integration. All cross sections are 
permitted to be arbitrarily given functions of position, if desired. 

I. INTRODUCTION 

I N recent years, numerous methods have been pro­
posed for the numerical integration of the neutron 

transport equation. Among these, the most successful 
have probably been the Sn method of Carlson,! the Dn 
(discrete ordinate) method of Wick-Chandrasekhar,2-4 
and the P n (spherical harmonics) method.s In each of 
these, one first approximates the many-velocity 
Boltzmann equation by a sequence of coupled one­
velocity equations, thereby reducing the problem to 
that of integrating the one-velocity equation with 
given source. The next step is to approximate the 
angular flux 1J;(x,w) in some manner, whose accuracy 
is indicated by the subscript n. 

Thus in the Sn method, one assumes that the flux 
is, for each x, sectionally linear in w, with n sections. 
In the Dn method, 1J;(x,w) is approximated by an inter­
polating polynomial over the full range -1;£ w;£ 1 of 
degree n. Finally, the P n is equivalent to the Dn method 
from the point of view of the angle approximation.6 

The effect of these app~oximations is, in each case, to 
permit the angle integration appearing in the transport 
equation [(1), infra] to be done, and thereby to reduce 
that equation to a system of coupled linear ordinary 
differential equations in the space variable x, only, 
which are then integrated numerically. 

The method presented in this paper also deals with 
the one-velocity transport equation, and therefore, as 
regards the energy approximation, it is heir to all the 
ills which beset the procedures mentioned in the 
foregoing. 

The only angle approximation we make in the one­
velocity equation, however, is that the spherical 
harmonics expansion of the scattering kernel is per-

* This work performed under the auspices of the U. S. Atomic 
Energy Commission. 

1 B. Carlson, "A solution of the transport equation by Sn 
approximations," LA 1891 (1955). 

2 G. C. Wick, Z. Physik, 121, 702 (1943). 
3 S. Chandrasekhar, Radiative Transfer (Oxford University 

Press, New York, 1950). 
• H. S. Wilf, Nuclear Sci. and Eng. 5, 5 (1959). 
• B. Davison, Neutron Transport Theory (Oxford University 

Press, New York, 1957). 
6 G. Goertzel, Nuclear Sci. and Eng. 4, 581 (1958). 

mitted to contain only finitely many harmonics. 
Subject only to this approximation, we will integrate 
numerically a system of integral equations which is 
rigorously equivalent to the transport equation. To 
put it otherwise, we will obtain the exact solution of 
an approximate problem in which the true scattering 
materials are replaced by fictitious ones whose scat­
tering laws are not "too anisotropic." 

This idea has already been used by several authors 
for purposes other than numerically integrating the 
transport equation. Thus it appears already in Bethe, 
Tonks, and Hurwicz, 7 and was used by Hurwitz and 
Zweifel. 8,9 The latter authors assumed a sinusoidal 
source in the many velocity equation, truncated the 
scattering kernel as we do below, and reduced the 
problem, for an infinite medium, to a system of integral 
equations in the lethargy. Our procedure is therefore 
more special, in that energy variation is not allowed, 
but more general in that finite, stratified media are 
considered along with arbitrary angle and position 
variation of the source. 

The numerical method chosen for solving the integral 
equations below is, in essence, the well-known method 
of multiple collisions, together with a numerical inte­
gration scheme explicitly devised for the purpose of 
dealing with singularities in the kernels of the equations. 
The multiple collision method, while always convergent 
for subcritical systems, may be only slowly convergent 
for nearly critical assemblies. As a result of experience 
gained with this method in a slightly simpler context 
(see footnote reference 4, p. 308), it seems fair to assert 
that in most cases arising in practice, even in deep 
penetration problems, convergence will be sufficiently 
rapid to permit the method to be used. This favorable 
state of affairs apparently results from the fact that 
each one-velocity problem being solved, usually repre­
sents in itself a strongly subcritical system even though, 
considered as a many-velocity entity, the reactor may 
be nearly critical. 

7 H. A. Bethe, L. Tonks, and H. Hurwitz, Jr., Phys. Rev. 80 11 
(1950). ' 

8 H. Hurwitz and P. Zweifel, J. App!. Phys. 25, 1241 (1954). 
9 H. Hurwitz and P. Zweifel, J. App!. Phys. 26, 923 (1955). 

225 



                                                                                                                                    

226 HERBERT S. WILF 

II. THE PROBLEM 

The transport equation is 

al/l(x,w) 
'" +",(x)¥-' (x,w) 

ax 

= II K(x,w,w')¥-'(x,w')dw'+s(x,w), (1) 
-I 

where the symbols are w cosine of angle with positive 
x axis; x x coordinate; ¥-,(x,w) flux density of neutrons 
at position x, traveling in direction W j ",(x) total cross 
section; K (x,w,w') scattering kernel; and s(x,w) external 
source density. 

If the scattering is azimuth-independent we can 
always write 

00 

K(x,w,w') = L bt(x)P/(W)P1(w'). (2) 
1-0 

We assume that data concerning the bt(x) are unknown, 
unreliable, or rigorously absent beyond 1= L, so that 

L 

K(x,w,w') = L bt(x)P1(W)P1(w'). (3) 
1-0 

It should be noted, at this point, that (3) is no 
assumption about the angular flux, and that con­
ventional methods, say the P n method, do not give 
exact solutions for any finite n, even if L=O (isotropic 
scattering). 

For boundary conditions we adopt either of the sets 

I 
(a) ¥-'(x,w)=O x=O; w>O} 

vacuum. 
(b) ¥-'(x,w)=O x=A; w<O 

(4) 

1/1 (O,w) = ¥-,(A ,w) cell (5) 

III. SUMMARY OF ANALYSIS 

In the following sections we shall show that Eqs. (1), 
(3), and (4) are rigorously equivalent to 

j,(x) = 1:. f.A bz(X')Qh( I T(X,X') Dj/(x')dx' +p,(x), 
1091 0 

where 
(s=o, 1, ... ) (6) 

{
KI8(IT(X,x')I) l+seven 

Q,,(IT(X,x')I)= (7) 
sgn(x-x')K IB ( I T(X,X') I) l+s odd 

(8) 

T(X,X') = [,'" ",(x")dx" (9) 

j,(x) = i 1 

P1(w)¥-'(x,w)dw 
-1 

(10) 

00 fA 
p.(x) = L: QI.( I r(x,x') I )sl(x')dx' 

1-0 0 

(11) 

00 

s(x,w) = L: St(X)P1(w). (12) 
1-0 

The salient feature of the system of integral equa­
tions (6) is that they are coupled only for s=O, 1, "', 
L, while for s> L, they simply give jB(X) as a quad­
rature of jo (x) , "', /L(x). Because of this, one need 
only solve the first L+ 1 of these equations in order to 
know the total flux jo(x) and current hex) exactly. A 
numerical procedure for solving the system is given in 
Sec. VIII. 

It is also remarkable that for the cell boundary 
conditions (5) Eqs. (6), (7), (9), (10), (11), and (12) 
are unchanged, with (8) changing to 

KIs*(t)=jl P/(w)[l 1 e-t/w]p,(w)dw, (8)' 
o wl-e-<o/w 

where 
A 

rO=T(A,O)= f. ",(x)dx 
o 

(13) 

is the thickness of the cell, in mean free paths. This 
simple change means that a computer code can easily 
have a built-in option for the boundary conditions 
desired. 

IV. DERIVATION FOR VACUUM BOUNDARY 
CONDITIONS 

By substituting (3) and (10) into (1), 

a¥-, L 

w-+"'¥-'= L: bt(x)P1(w)/l(x)+s(x,w) 
ax 1-0 

{ I x ",ex') } 
=wexp - 0 ~x' 

a { [[" J.I(X') ] } X ax ¥-'(X,w) exp 0 -----:;-dx' . 

Thus 

a { [IX ",(x') ]} 
ax ¥-'(X,w) exp 0 -:;dx' 

1 [f" !L(X') ] 
=: exp 0 -:;dx' 

(14) 

x { E bz(x)P1(W)jl(X)+S(x,w)}. (15) 
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Suppose w>O. On integrating (15) from ° to x, and 
using (4) (a), and (9), 

. 1 i'" [r(x,x')] 
I/I(x,w)=: 0 exp --w-

x {E Mx')Pz(w)lz(x')+s(x',w) }dX' (w>O). (16) 

If w<o, integrate (15) from x to A, use (4) (b) and 
(9), getting 

1 fA [r(x,x')] 
1/1 (x,w) = -- exp ---

w '" w 

X{E, Mx')Pz(w)fz(x')+s(x',w) }dX' (w<O). (17) 

By analogy with (10), define 

fz+(x) = i 1 

Pz(w)l/I(x,w)dw 
o 

(18) 

Iz-(x) = fO Pz(w)l/I(x,w)dw. 
-1 

(19) 

Upon multiplying (16) by P.(w)dw and integrating over 
[O,lJ, 

f '" L 
f.+(x) = L Mx')Iz(x') 

o !=O 

[f l 1 J r(x,x') } ] 
X 0: eXP1--

w
- Pz(w)P.(w) dwdx' 

I x II 1 {r(x x') } + 0 0: exp --w-' - Ps(w)s(x',w)dwdx'. (20) 

By mUltiplying (17) by P.(w)dw and integrating over 
[-1, OJ, 

A L 

f.-(x) = f L bz(x')fz(x') 
'" z=O 

[ t 1 {r(x,x') } ] 
X - L

1

: exp --w- Pz(w)P.(w)dw dx' 

f A t 1 {r(x x') l + '" L
1

-: exp --w-' - JP,(w)s(x',w)dwdx'. (21) 

In (21), x'>x, thus r(x,x')<O and -r(x,x') 

= \ r(x,x') \. Hence in (21) we may write 

f o 1 {r(x,x') } - -1: exp --w- Pz(w)P.(w)dw 

I r(x,x') I } 
w P I ( -w)P.( -w)d( -w) 

I r(x,x') I } 
w Pz(w)P.(w)dw. (22) 

Let us define, for t>O, Kla(t) by (8). By using (12) 
we obtain (20) and (21) in the form 

f
'" L 

f.+(x) = L bz(X')fl(X')Kzs ( I r(x,x') I )dx' 
o Z=O 

+ £'" E sl(x')Kz,( \ r(x,x') \ )dx' (23) 

f
A L 

f.-(x) = L bz(x')fz(x') ( -1)1+'KI8 ( I r(x,x') \)dx' 
:x; Z=O 

f
A 00 

+ L sz(x')( -1)I+SK18 ( \ r(x,x') \ )dx,' (24) 
'" 1=0 

whence the final result (6) follows by addition of (23) 
and (24). 

V. KERNELS Kz.(t) 

Suppose numbers az .. are defined by 

1 

Pz(w)= L aznwn; azn=O (n>l). 
n=O 

Then, if l~ s, 

where 

Hence 

Z I 

Pz(w)P.(w)=L al"wn L a.mwm 

n=O m-o 

n 

t3"ls= L aljas,n-j· 
a=O 

(25) 

2Z £1 2! fCO e
tll 

K/s(t) = L t3nl. W n- 1e- t/",dw= L 13nls -dy, 
,,=0 0 ,,=0 1 y,,+1 

or 
21 

Kz.(t)= L t3nlsE,,+I(t)=K8/(t). (26) 
,,-0 
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Thus each Kz.(t) is a linear combination of En 
functions. The first few are 

Koo=El(t) 

K lO =Ko1 =E2(t) 

Kll=E3(t) 

K02=K20=!E3(t) -tEl(t) 

K12=K21=!E4(t) -tE2(t) 

K 22 = (9/4)E6(t) -!Ea(t)+!El (t) 

From the recurrence formula 

we find 

(27) 

1 1 
(1+1)K z+1,s+IKz- 1,s= r (21+1)wP1(w)-e-t/wP.(w)dw 

Jo w 

1 1 
= (21+1)I P z (w)-e-t/wwP. Cw)dw, 

o w 

from which 

1+1 l 
--K/+1,s+--Kz- 1,s 
21+1 2l+1 

s+1 s 
=--KZ,.+1+--KI,8-1. (28) 

2s+1 2s+1 

VI. DERIVATION FOR CELL BOUNDARY 
CONDITIONS 

With the boundary conditions (5) were turn again to 
(15), and for w>O we integrate from 0 to x, getting 

[ 
(' p.(x') ] 

,y(x,w) exp J
o 

---;;-dx' -,y(O,w) 

1 IX [i x
, p.(x") ] 

=- exp --dx" 
woo w 

x {E bz(x')PICW)jl(X') +s (x',w) }dX', (29) 

For w<O we integrate from x to A, and get 

[
fA p.(X')dX'] [IX p.(x') ] 

,y(A,w) exp J
o 

w -,y(x,w) exp 0 ~x' 

1 fA fix, p.(x") ] 
=- exp -dx" 

w x 0 W 

x {E bz(x')PI(W)jl(X')+S(X',w) }dX', (30) 

Now in (29), set x=A, and solve for,y(O,w), using (5), 

,y(O,w) =,y(A ,w) 
A [ x' p.(x") ] 

=w-l{eTo/ w-l}-l i exp i -w-dx" 

x { ~o bz(x')P Z (W)jl(X') +s(x',w) }dX', (31) 

On putting (31) into (29), (30) 

{ I x p.(X')dX'} 
,y(x,w) exp 0 w 

x {E bz(X')PI(W)jl(X')+S(x',w) }dX' 

1 LX {i x
, P.(X")dX"} 

=- exp 
woo w 

x {E bz(x')PI(w)fz(x')+s(x',w) }dX' (32) 

and 

{ I x p.(X')dX'} 
-,y(x,w) exp 

o w 

1 fA { IX' P.(X")dX"} 
=- exp 

w x 0 W 

x {Eo bz(x')fz(x')PI(w)+s(x',w) }dX', (33) 

The result now follows from solving Eqs. (32) and 
(33) for ,y(x,w), and treating the resulting equations 
exactly as Eqs. (16) and (17) were dealt with previously. 
The final result is given by Eq, (8)'. 

VII. KERNELS KI.*(t) 

The additional factor [1-exp- (ro/w)J-l in the 
definition of Kls*(t) is readily understood physically 
as the sum of a geometric series, each term of which 
represents the interaction between the nth cell and the 
given cell. 
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Thus we write 

1 [1 1 ] KIs*(t)=f PI(W) e-t/w P.(w)dw 
o w 1-e-TO /'" 

'" 11 1 {t+rro} = L PI(W)- exp --- P.(w)dw 
r=O 0 W W 

'" = L K I8 (t+ rTo). (34) 
r=O 

To see how rapidly this series converges, remembering 
that KI8 is a linear combination of En functions, consider 

Naturally, this could be done by any standard 
method, but special steps would need to be taken, for 
the point x' = x, since at that point, reference to (27) 
shows that many of the kernels are singular. Because 
of this, it has seemed more appropriate to devise a 
quadrature formula which takes explicitly into account 
the form of the kernel functions. 

To do this let g(x) denote the straight line passing 
through (Xn,gn), (Xn+1,gn+1), 

(38) 

Now if x' is in the interval (X n,Xn+1), we have 

'" H n(t) = L En(t+rro) (nf:; 1). 
r=O 

(35) r(x,x') = f: J.I(x")dx"= i,xn 
J.I(x")dx"+ i: J.I(x")dx" 

Now when its argument is large, 

e-(t+TTO) 

En (t+rTo) '" , 
t+rro+n 

so that (34) converges, ultimately, faster than a geo­
metric series. For thick cells (weak interaction) a few 
terms suffice, while for thin cells many terms may be 
needed for sufficient accuracy. 

VIII. NUMERICAL PROCEDURE 

The numerical method adopted for the solution of 
the Fredholm system (6) is the development of the 
Neumann series, otherwise known as the method of 
mUltiple collisions. This choice was motivated primarily 
by considerations of programming simplicity. 

On taking any initial guess 

j.<°)(x) (s=O, 1, ... , L), (35) 

which may be zero if no better information is available, 
we calculate recursively 

j.<r+1l (x)= t fA bz(X')QI8( I r(x,x') I )il(r) (x')dx' 
1=0 ° 

+P8(X) (s=O, 1, ... , L). (36) 

The well-known theory of Fredholm equations assures 
us that 

Jimi.<r) (x) = iB(x) (s=O, 1, ... , L), (37) 
r--->OO 

where i8(x) satisfies (6), convergence being guaranteed 
whenever the reactor (considered as a one-velocity 
configuration) is subcritical. The iterative process (35)­
(36) may therefore be continued until successive 
iterates agree sufficiently well, and the entire pro­
cedure has now been reduced to the question of the 
means of carrying out the numerical quadrature indi­
cated in (36). 

where J.lnH is the (now assumed constant) value of J.I(x) 
on the mesh interval (Xn,Xn+l). 

Suppose x;;:!xn , then 

If also l+s is even, 

f
xn+1 

g(X')Qls( I r(x,x') I )dx' 
Xn 

f x
n
+
1 ff1 1 

= g(x') 1 PI(W)P.(w)-
Xn 0 W 

[
-r(xn,x)- (x'-X)J.lnH] } 

Xexp dw dx' 
w 

f 1 1 [- r(xn,X)+J.ln+iXn] 
= PI(W)P.(w)- exp ------

o w w 

f x
n
+ 1 [ J.I +'X'] X g(x') exp __ n_,_ dx'dw. 

Xn W 

(39) 

But from (38) we find easily 

f x
n
+

1 
{ J.I +>x'} g(x') exp __ n_,_ dx' 

Xn W 

(40) 

where we have written 

(41) 
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By collecting these results, we get finally 

(42) 

In terms of the numbers 

11 (ITn ... l) 
'Yn",= 0 PI(w)P.(w) exp- -w- dw (43) 

[
1 (ITnml) 

bnm= 0 PI(W)P.(w)wexp- -w- dw, (44) 

we have 

anm=~nm+-l-(bn+l,m-bnm) ) 
JLn+! kJLn+!:2 

f3nm= -~n+l,m+-l-(Onm-On+l,m) 
JLn+! hJLn+!:2 

l+s 

even. 

(45) 

(46) 

The corresponding results for other cases are 

1 1 ) C\(nm= --------ynm+--(On+l,m-bnm) Xmf:;X n+l (47) 
J.LnH kJ.LnH2 

l+s odd 
1 1 

i3nm=-'Yn+l, ... +--(Onm-On+1,m) or even (48) 
J.LnH hJ.LnH2 

1 1 ) C\(nm= ---'Ynm---(On+l,m-Onm) xm~xn (49) 
J.LnH hJLnH2 

l+s 
1 1 

i3nm=----'Yn+l,m---(On+l,m- Onm) odd, (SO) 
J.LnH hJ.LnH2 

Thus in all cases the integration coefficients of (42) 
may be easily obtained from the 'Ynm, onm of (43)-(44). 

These, in tum, are linear combinations of En func­
tions of the matrix elements Tnm and may therefore be 
precomputed. 

A program embodying the methods given in this 
paper is now in preparation at the Argonne National 
Laboratory, and a report on the results obtained with 
it will be made at a future date. 
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A representation is obtained for the most general function with the properties of the double commutator, 
including nonzero mass thresholds but not the Jacobi identities. The thresholds are proved to satisfy tri­
angular inequalities (without using any more information) which are always true physically. The problem of 
incorporating a discrete level at the mass of a stable particle is not solved. 

I N a previous paperl we have obtained an integral 
representation for the double commutator D(x,y) 

= (0 I [A (xl),[B(X2),C(Xa)JJ 10), where X=XI-X2, y=X2 
-Xa, and A, B, C are local fields. More exactly, the 
following theorem was proved: 

Suppose D(x,y) has the properties (1), (2), (3), 
(4): (1) D(x,y) is Lorentz invariant; (2) D(x,y) 
=D(-x, -y); (3) D(p,q)=O, unless p,q are timelike 
or p,p-q timelike; (4) D(x,y) =0, if y2<0; Then 
D(x,y) has the representation 

D(x,y) = f'" 9[X - (st)l]<1> (s,t,X ; k) 
o 

XLl2(x, x+y; s,t,X)Ll(y; k)dsdUIXdk (5) 

for at least one 1jJ. In (5) 

The form (5) also has the additional property2 

D(x,y)=O, if x and x+y are space-like. (6) 

Equation (6) therefore follows from (1)-(4), a result 
found by Symanzik,3 which is closely connected with 
analytic completion. The functions ABC, ACB, "', 
which make up D have some analytic properties,! 
which follow from (1), (2), (3), (4), leading to a result 
like (6). 

Now we are interested in putting more information 
into the condition (3), namely, the knowledge of the 
thresholds of the mass spectra. Of the terms in the 
double commutator, ABC and CBA are zero unless 
f~m12, q2~m32,andACB, BCA arezerounlessf~ml'2, 
(p-q)2~m22. We have given ml and ml' different sym­
bols, but later we prove that they must be the same. 

* Pa.rt of work submitted for the Ph.D. degree at the University 
of London. 

1 R. F. Streater, "Special methods of analytic completion in 
field theory," Proc. Roy. Soc. (London) (to be published). 

2 R. F. Streater, thesis, London 1959 (unpublished); "Some 
integral representations in field theory," Nuovo cimento 15, 937 
.(1960) . 

3 K. Symanzik (private communication). 

The masses are defined as 

m12=min1'2 such that (OIA 11')(1'IBClO)¢O (7) 

m/2=min1'2 such that (OIA 11')(1'ICB10)¢0 (8) 

ma2=min1'2 such that (OIABI1')(1'ICiO)¢O (9) 

m22=min1'2 such that (OIACh)(1'IBIO)¢O. (10) 

If A, B, and C are fields of particles, there will perhaps 
be discrete levels at these masses, the spectrum being 
zero again until the threshold of the continuum. We 
cannot deal with this property simply, and so ignore it. 
If A, B, C are local currents there is no discrete level. 
It is an interesting question whether derivability from 
a field places any restriction on the current. We take 
A, B, C to be local currents, and so replace (3) by 

D(p,q) =0 

D(p,q)¢O 

in this spectrum. 

(11) 

(12) 

It is conceivable that the properties (1), (2), (4), 
and (11) already imply that D(p,q) vanishes in a region 
larger than (12). We shall show that (12) is inconsistent 
with (1), (2), (4), and (11) unless 

ml=m/ (13) 

m2~ma+ml; ma~ml+m2. (14) 

Similarly, by using another commutator [C[A,BJJ we 
could prove 

(15) 

This result is connected with a type of theorem first 
proved by Dyson,' namely, that it is not possible to 
construct functions with arbitrary support and spectra. 

Equations (13), (14), and (15) can be shown easily 
using some further properties usually ascribed to the 
fields and Hilbert space, but then it is not obvious 
exactly what information is being used. For example, if 
(1'tlACIO)¢O, then (")'IICAIO)¢O; any 11') occurring 
in (7) also occurs in (8), and vice versa. This proves 
(13). To prove (15) note that if h2) and I ')'a) are such 
that (0 I B I 1'2) r!' 0 and (0 I C l1'a)¢O, then they also 
satisfy (0IACI1'2)¢0 and (OIABI1'a)¢O (given that 

• F. J. Dyson, Phys. Rev. 110, 1460 (1958). 

231 
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ABC is not identically zero). Then the state \ 'Y2,Ya) 
has the same quantum numbers as A. By \ 'Y2,'Ya) we 
mean the state obtained by adding the particles in 
state I 'Y2) to those in \ 'Ya): \ 'Y2,'Ya)= I 'Y2)" \ 'Ya). 5 These 
particles can form a state with 'Y2 and 'Ya parallel to 
each other. We can also find a state \'Y2) such that 
'Y22=m22, and a state \'Y3) such that 'Ya2=ma2, in which 
case I 'Y2,'Ya) has mass m2+ma and satisfies (0 I A I 'Y2,'Ya) 
,=0. Hence \'Y2,'Ya) is a state I'Y) occurring in (7), and 
so mI:::; m2+ma. Similarly, the other inequalities (14) 
can be proved. This argument has been given to show 
the physical meaning of (13), (14) and (15); a mathe­
matical proof is given below. 

If A, B, and C are fields, the inequalities (14) and 
(15) do not imply that they must describe stable par­
ticles; mI, m2, and ma are not necessarily the "masses" 
of the fields A, B, and C. This is because the lowest 
state connected to the field need not be a one-particle 
state (and cannot be if the field describes an unstable 
particle). The inequalities (14) will be needed below 
in the method adopted to include the mass-spectrum 
(11) into the representation (5). Itis therefore of interest 
that (13), (14) follow from (1), (2), (4), (11), and (12) 
without using the arguments about Hilbert space. 

Proof of (13) 

Consider 8(po)i5(p,q). This is zero unless p2~m12 and 
q2~mi, qo>O, or p2~m/2, (p-q)2~m22, po>qo, and so 
may be decomposed (nonuniquely) into two functions 
(ABC)av(p,q)- (ACB)av(p,q) such that 

(ABC)av(p,q)=O, unless pz~m12, q2~m32; po, qo>O. 

(ACB)av(p,q) =0, unless pz~mt'2, (p-q)2~m22; 

po, po-qo>O 
and 

f (A BC)av (p,q)e- iqydq4 = f (ACB)av(p,q)e- iqydq4 

if y2<0 06) 
by using (4). 

Then if p2<max(ml2,ml'2), one or other side of (16) 
is identically zero as a function of y. For a given p, 
ABC(p,y) is regular in the backward tube Imy<O, and 
ACB(p,y) is regular in the forward tube Imy>O, as is 
seen by examining their spectra in q. But by (16) they 
are equal when y2<0. Using the "Edge of the Wedge" 
theorem6 they continue one another and are regular for 
the points y2<0. If either side of (16) is zero for y2<0 
it must be zero everywhere, and so must the other side. 
So both sides are zero unless p2~max(m12,mt'2) and in 
order to avoid a contradiction with (12) we must have 
ml=m/. 

• W. Brennig and R. Haag, Fortschr. Physik 7, 183 (1959). 
6 H. J. Bremmerman, R. Oehme, and J. G. Taylor, Phys. Rev. 

109,2178 (1958). 

To prove (14) we apply Dyson's lemma4 to the 
function j(p,q) = ()(po)D. Because of (4), j has the 
represen ta tion 

where cp(p,u,k) =0, unless p>O, and unless the hyper­
bola in q space for fixed (u,k) given by 

(18) 

lies entirely in the spectrum of j(p,q). The hyperbola 
(18) has two branches, one with qo ~ 00 and the other 
with qo ~ - 00. The first branch must lie entirely in 
p, q>O and the second entirely in p, p-q>O (the sign 
>0 means "lies in the forward light cone"). Now 
q= (q-u)+u, and to be >0 for all q-u on the positive 
branch of (18) we must have u>O. Since q2= (q-U)2 
+2u· (q-u)+u2, we have 

(19) 

(q on the positive branch). Equality can be obtained 
in (19) for some q of (18). So if the positive branch of 
(18) is to lie in the set q2~ma2, qo>O for all q, we must 
have 

(20) 

We also require that the negative branch of (18) 
should lie in the set (p-q)2~m22, po>qo. Now p-q 
= (p-u)- (q-u), and is forward timelike for all q-u 
on the negative branch of (18) only if p-u>O. Then 
using (p_q)2= (p-u)L2(p-u)· (q-u)+k2, we get 

(p-q)2~ (p-u)2+2k[(p-u)2Jl+k2 (21) 

(q on the negative branch) equality in (21) holding for 
some points of (18). Thus to ensure (p_q)2~ m22 we 
require 

(p-u)2+2k[(p-u)2J!+k2~ml. (22) 

If we solve (20) and (22) for k, we get 

k~m3-[u2J! 

k~m2-[(p-u)2J!. 

(23) 

(24) 

Therefore we have shown that cp in (17) can be chosen 
zero unless p>O, u>O, p-u>O and k~max{O; 
ma-[U2Ji j m2-[(p-u)2J!}. Because of (19) and (21), 
the spectrum will be too small unless both the extrema 
of k (ma-[u2Ji and m2-[(p-u)2J!), are attained for 
some u. Thus the condition that j(P,q) is nonzero 
when q2=ma2 and (p-q)2=m22 imposes the inequalities 

m3-[u2Ji~m2-[(p-u)2J! (25) 

for some u such that p>u>O, 

m2-[(p-u)2J!~ ma-[U2J! 
for some u such that p>u>O. 

(26) 
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The best case of (25) is when u=O, and of (26) is 
u= p, giving 

m3~m2-[p2Jl 

m2~m3-[p2J!. 

If p2=m12 is a value of p, where /(p,q):;6.0, we get the 
inequalities (14). To sum up, causality imposes tri­
angular inequalities on the thresholds of the spectra 
of three fields if their product has nonzero expectation 
value. 

If we impose Lorentz invariance on (17), we see that 
cp(u,p,k) can be chosen as a Lorentz invariant function 
zero, unless 'It, p-u>O and p2~m12. In general this 
has the form 

cp(u,p,k)= [""1/t(s,t,X; k)o(u2-s)o(u(p-u)-X) 
"0 

Xo«p-u)2-t)e(uo)dsdtdX. (27) 

Since p2= (p-U)2+U2+2u· (p-u), a 1/t can be chosen 
zero if X<Hm12-s-t). Finally, by using (2), we get 
for the double commutator the representation (5), with 
the limits of integration 

s, t>O 

A~max([stJ!j!(mlLs-t» (28) 

k~ max(Oj m2-tj m3-s). 

The author has proposed2 integral representations for 
triple commutators, without the proof that they give 
the most general function. In the same way as in the 
present paper it is possible to incorporate the mass­
spectrum provided certain inequalities are satisfied by 
the thresholds. It is worth noting that all these in­
equalities are satisfied in practice. 



                                                                                                                                    

JO;URNAL OF MATHEMATiCAL PHVSICS VOLUME I, NUMBER 3 MAV-JUNE, 1960 

Some Remarks Concerning the Real and Imaginary Parts of the 
Characteristic ~oots of a Finite Matrix 

DANIEL C. LEWIS, JR. 

The Johns Hopkins University and RIAS, Baltimore, Maryland 

AND 

OLGA T AUSSKY 

California Institute of Technology, Pasadena, California 
(Received April 1, 1960) 

Some theorems are obtained on the existence of certain determinantal equations whose roots are sepa­
rately the real or imaginary parts of the characteristic roots of a given matrix with simple elementary 
divisors. When the elementary divisors are not simple, similar, but somewhat less precise, results are obtained. 

T HE purpose of this paper is to generalize some 
previously known theorems on the real parts of 

the characteristic roots of a finite real matrix (cf. 
footnote references 2 and 5), to refine their proofs by 
presenting them from a unified point of view, and to 
show that the same methods yield similar results con­
cerning the imaginary parts of the roots. Also, analogous 
results for complex matrices are indicated. 

In the sequel we use the following notation: If X is a 
matrix, X is the conjugate complex of X, X' is the 
transpose of X, and X*=X'. 

THEOREM 

Given any (not necessarily real) matrix A of order n 
with, simple elementary divisors and with characteristic 
roots, aI, .. " an. Then it is always possible to find a posi­
tive definite Hermitian matrix G (of order n) such that the 
roots "1, ... , "n of the equation det(uGA+uA*G-2XG) 
= 0 are the real parts of 0'0:1, ••• , 0'0: .. , where 0' is any com­
plex number and u is its conjugate complex. Moreover, if A 
is real, G may be chosen so as to be real also. In any case, 
G is independent of 0'. 

Proof 

Since the matrix A is similar to a diagonal matrix, we 
have 

S-IAS = diagonal (aI, .. ,O:n) 

for some suitably chosen nonsingular matrix S. Hence 

S-lO'AS= diagonal (0'0:1, •• ,000:n), 

S*uA *S*-l= diagonal (Ual,' .. ,uan). 

Hence l(S-lO'AS+S*uA *S*-l) has as characteristic 
roots the real parts of the O'O:i. This latter matrix is equal 
to 

which is similar toi(uGAG-1+ uA *), if we putSS*=G-l . 

But the statement that i(O'GAG-l+uA *) has the real 
parts of the 0'0:. as its characteristic roots is equivalent 
to the statement to be proved about the roots of the 
above-mentioned determinantal equation in X. The fact 

that G=S*-lS-l is positive definite, Hermitian, and 
independent of 0' is obvious. To show that G can be 
chosen to be real when A is real, we observe that S has 
as its columns the characteristic vectors of A. These 
characteristic vectors can be chosen real for real charac­
teristic roots and conjugate complex for a pair of conju­
gate complex roots. It follows that S=SE where E is a 
permutation matrix which is a direct sum of a unit 
matrix and matrices of the form 

Hence E is symmetric. We then have S*=ES'. Hence 
SS*=SES'=SS' and (SS*), = SS'= SS*. Since G 1 

=SS* is Hermitian and symmetric, it must be real,l 

Corollary 1.1 

Given any real matrix A with simple elementary divisors, 
it is always possible to find a positive definite symmetric 
matrix G (of the same order as A) such that the roots 
Xl, ... , Xn of the equation det(B-2XG)=O, where B=GA 
+ A 'G, are the real parts of the characteristic roots of A. 

This is deduced immediately from Theorem 1 by 
taking 0' = 1. 

This result was first stated and proved by Lewis2 with 
the' unnecessary restriction that A be nonsingular. The 
proof there given was based on concepts of tensor 
analysis instead of the purely matrix methods of the 
present paper. 

Corollary 1.2 

The positive definite symmetric matrix G of Corollary 
1.1 may be chosen so as not only to satisfy the conditions 
of th'1t corollary but so that simultaneously the roots of the 
equation det(C-2XG)=O, where C=GA-A'G, are the 

1 An alternative proof would have been to replace every pair of 
complex conjugate elements in diagonal (al,'" ,an) by the real 
matrix 

( 
Ra fa) -fa Ra . 

2 D. C. Lewis, Am. J. Math. 13, 48 (1951). 

234 
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imaginary parts, multiplied by Y -1, of the character­
istic roots of A. 

This is deduced from Theorem 1 by taking (I=Y -1, 
with emphasis on the fact that the G of Theorem 1 is 
independent of (I. 

Corollary 1.3 

The matrix B of Corollary 1.1 has the same signature as 
the real parts of the characteristic roots of A. 

This follows from the fact that the signature of the 
roots of det(B-2XG)=0 is the same as the signature of 
the characteristic roots of BG-l, which latter matrix is 
similar to G-!BG-!, which has the same signature as B. 

Remark 

Corollary 1.1 (and hence Theorem 1) ceases to be 
true if the hypothesis about the simple elementary 
divisors is omitted. As an example take 

If 

which is the most general symmetric matrix of order two, 
we find that 

( 
2a a+2b) 

B=GA+A'G= . 
a+2b 2b+2c 

We now find easily enough that det(GA+A'G-2XG)=0 
has a root X = 1 if and only if 

1

0 a 1 =0, or a=O. 
a 2b 

Hence G cannot be positive definite, as required by the 
Corollary. 

We are, however, able to state the following theorem 
in which A is not required to have simple elementary 
divisors. 

THEOREM 2 

Git'en any (not necessarily real) matrix A of order n 
with characteristic roots, ai, "', an. Given also a positive 
number E. Then it is always possible to find a positive 
definite Hermitian matrix G (of order n) such thJt the 
roots X I, "', X,. of the equation det (uG A + (j A *G - 2XG) 
= ° are real and differ from the real parts of (laI, "', (la,. 
by not more than I (I! E, where (I is any complex number. 
Moreover, if A is real, G may be chosen so as to be real also. 
In any case, G, though dependent on A and E, is inde­
pendent of (I. 

The proof is a modification of the proof of Theorem 1. 
Let S be a matrix which transforms A into a modified 
Jordan canonical form J. : 

S-IAS=J" 

where J, consists of a diagonal containing the charac­
teristic roots of A and a superdiagonal containing O's 
and E'S. All other elements of J. are 0. As in Theorem 
1, if we set G= (SS*)-I we find that the matrix 
HG(lAG-I+(jA *) is similar to a Hermitian matrix K 
whose elements are all 0, except for the diagonal, which 
contains the real parts of the numbers /Tal, "', (Ian, 
and for some of the elements in the super- and sub­
diagonal which are equal to (lef2 and (jE/2, respectively. 
Since K splits up into blocks with equal elements on the 
diagonal, it follows that any characteristic root of K 
must differ from some one of the real parts of the 
numbers (lal, .. " (la,. by a quantity x which satisfies the 
equation 

x 
(jE/2 

° 
(lEI 2 

x 
(jE/2 

° (lef2 
x 

° ° (lE/2 
=0, 

where the determinant on the left contains a suitable 
number of rows. It can be proved that I x I ~ I (II f. This 
follows from the Gersgorin-Brauer theorem.a 

Furthermore, if A is real, S can be chosen so that SS* 
is real. This follows in a way analogous to the corre­
sponding part of the proof of Theorem 1, only here the 
matrix is built up from the so-called "principal vectors" 
which correspond to the characteristic roots. These have 
been studied by Wielandt.4 

Corollary 2.1 

Given any real matrix A and a positive number E, it is 
always possible to find a positive definite symmetric matrix 
G such that the roots Xl, ... ,Xnofthe equation det(B-2XG) 
=0, where B=GA+A'G, differ from the rell parts of the 
characteristic roots of A by not more than E. 

This follows from Theorem 2 by taking (1= 1. 

Corollary 2.2 

The positive definite symmetric matrix G of Corollary 2.1 
may be chosen so as not only to satisfy the conditions of 
that corollary but so that simultaneously the roots of the 
equation det(C-2XG) =0, where C=GA -A'G, are pure 
imaginary and differ from the imaginary parts, multi­
plied by Y -1, of the characteristic roots of A by quan­
tities which in absolute value do not exceed E. 

This is deduced from Theorem 2 by taking (I=Y -1, 
with emphasis on the fact that the G of Theorem 2 is 
independent of (I, 

a O. Taussky, Am. Math. Monthly 56, 672 (1949). 
4 R. Zurmiihl, Matrizen (Springer-Verlag, Berlin, 1950), pp. 

211-226. 
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Corollary 2.3 

If the real parts of the characteristic roots of A are all 
different from zero, the matrix B of Corollary 2.1 has the 
same signature as the real parts of the characteristic roots 
of A, provided that E < minimum of the absolute value of the 
real parts of the characteristic roots of A. 

This follows from the fact that the signature of the 
roots of det(B-2XG)=O is the same as the signature of 
the characteristic roots of BG-I, which latter matrix is 
similar to G-lBG-!, which has the same signature as B. 

This theorem was first discovered by Bass.5 If some 
of the real parts of the characteristic roots are zero then 
it is not always possible to find a positive definite G such 
that AG+GA' has the same signature as the real parts 
of the roots of A. 

In all six corollaries we have restricted attention to 
real,matrices A. But, of course, they can all be modified 
to hold for complex matrices A, if we are willing to 
accept G as a Hermitian matrix instead of insisting that 
it be real and symmetric. 

SR. W. Bass, (to be published). 
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The direct ~roducts of the physically significant, irreducible, unitary representations of the proper, 
ort~ochronous mhomogeneous Lorentz group are reduced. It is shown that rmlSI®rm2s2 contains only irre­
dUCIble components of the form rmJ, and that rmJ occurs with nonzero multiplicity only if J - (SI+S2) is 
an integer. For such J's the multiplicity of rm.J for J?SI+S2 is (2s l+1)(2s2+1) for each positive m. 
rmlsl®rS2(±) contains only irreducible components of the form rmJ, where J - (SI+S2) is an integer. The 
mUltiplicity of such rm.J for J ?SI+S2 is (2sl+1) for each positive m. rsl(·,)®rs2(·') contains irreducible 
components of the form r.(·) and rmJ, where s= 1 <ISI+<2S11 , <=sign «ISI+<2S2) and J-(SI+S.) is an 
integer. The multiplicity of rm.J is one for J? (SI+S2) and for each positive m. The multiplicity of r,<') is 
infinite. The symmetrized squares are also analyzed. Numerous examples are given. 

I. INTRODUCTION 

T HE famous Clebsch-Gordan rule for reducing 
direct (or Kronecker) products of irreducible 

representations of the three-dimensional rotation group 
has proved extremely useful in the treatment of angular 
momentum and in the theory of atomic spectra. Itnow 
appears that some analogous rules for the reduction of 
direct products of irreducible representations of the in­
homogeneous Lorentz groups would be useful in the 
study of elementary particle physics. This article will 
be devoted to the derivation of such rules for the 
proper, orthochronous, inhomogeneous Lorentz group.! 

Following are some examples of physical questions 
which are answered by the subsequent group-theoretic 
analysis2 : 

1. Given two relativistic particles of nonvani3hing 
rest masses ml and m2, and spins Sl and S2, what are the 
possible values of the energy in the center of mass 
frame (frame in which the total momentum 3 vector is 
zero), and of the total angular momentum for each 
such energy? 

2. Ditto, in case one particle has zero mass and 
helicity X, or both particles have zero mass and given 
helicities, for those states in which a center of mass 
frame exists. 

3. In the exceptional rase where no center of mass 
frame exists, namely those states in which two zero 
mass particles have parallel momenta, what are the 
possible values of the helicity? 

4. Which of the foregoing values become inaccessible 
if the two particles are identical and satisfy either Bose­
Einstein or Fermi-Dirac statistics? 

1 Some of the results to be derived here have already been ob­
tained for special cases by L. Michel, page 272 of the multigraphed 
report, "Congres international sur Ie rayonnement cosmique, 
organise par l'Universite Toulouse," sous Ie Patronage de 
I'UIPPA avec la UNESCO, July, 1953; Bagneres de Bigorre and 
E. P. Wigner, Nuovo cimento 3, 517 (1956). 

2 I am indebted to the referee for suggesting the inclusion of 
these problems. 

The basis of the generalized Clebsch-Gordan decom­
position rules to be derived here is the Mautner theorem3 

which states that every unitary representation of 
"practically" every locally compact group can be ex­
pressed as the direct integral4 of irreducible unitary 
representations. Since the Mautner theorem applies to 
the inhomogeneous Lorentz group, and since the direct 
product of two unitary representations is a unitary 
representation, it follows that the direct product of two 
irreducible unitary representations of the inhomo­
geneous Lorentz group can be expressed as the direct 
integral of irreducible unitary representations. The 
Mautner theorem, however, does not guarantee the 
uniqueness of the direct integral decomposition. Unique­
ness is guaranteed if the group is of type 1,· and it can 
be shown from some theorems due to Mackey6 that the 
proper, orthochronous, inhomogeneous Lorentz group 
is of type I. The physically significant irreducible uni­
tary representations of the inhomogeneous Lorentz 
group were found by Wigner, 7 and these are the only 
ones that will be considered here. 

Since a rigorous mathematical treatment of this 
reduction problem ,,:,ould require a considerable amount 
of advanced analysis and epsilonics, the problem will be 
treated here in a rather naive way. In particular, the 
direct integrals will be treated as direct sums, so what 
will be found are just the irreducible component repre­
sentations of the direct products. 

3 F. I. Mautner, Ann. Math. 51, 1 (1950); 5'2, 8 (1950). See also 
M. A. Naimark and S. V. Fomin, Am. Math. Soc. Translations 5, 
35 (1957). 

4 The direct integral of representations is a generalization of the 
direct sum. See Naimark and Fomin, footnote reference 3. 

• G. W. Mackey, "Theory of group representations" (Mimeo­
graphed Notes, Department of Mathematics, University of 
Chicago, 1955). 

6 G. W. Mackey, Acta Math. 99, 265 (1958). 
7 E. P. Wigner, Ann. Math. 40, 149 (1939). See also Iu. M. 

Shirokov, Soviet Phys. JETP 6, 664, 919, 929 (1958); V. Barg­
mann and E. Wigner, Proc. Natl. Acad. Sci. 34, 211 (1948); T. S. 
Chang, Acta Math. Sinica 3,59 (1953); L. L. Foldy, Phys. Rev. 
102,568 (1956); C. Fronsdal, ibid. 113, 1367 (1959); J. S. Lomont, 
Applications of Finite Groups (Academic Press Inc., New York, 
1959), Appendix III; and G. W. Mackey, footnote reference 5, 
p. 171. 

237 
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The technique which will be employed is to reduce 
the problem to a reduction problem for the rotation 
group and then to apply the idempotent method which 
was applied by Jacob and WickS to scattering theory. 

II. REVIEW OF REPRESENTATIONS9 

The irreducible unitary representations of the proper, 
orthochronous, inhomogeneous Lorentz group to be 
considered here are all infini te-dimensional 

The proper, orthochronous, inhomogeneous Lorentz 
grouplO is the set of all ordered pairs (LI a), where L is 
a real 4X4 matrix satisfying the three conditions 

l-' 0 
o 0] 

DGL=G G= 0 1 o 0 (2.1) o 0 1 0 
o 0 o 1 

det(L) = 1 (2.2) 

upper left element of L ~ 0, (2.3) 

where a is any real four-dimensional column matrix, 
and multiplication is defined by 

(L I a)(L'1 a') = (LL'I La' +a). (2.4) 

The irreducible unitary representationsll to be con­
sidered here are of two types and will be denoted by 
rm .• and r.(±), where O<m<oo, s=O,!, I,!···. The 
reps r ..... belong to mass m and spin s, while the reps 
r. (±) belong to mass zero, spin s, and spin parallel or 
antiparallel to momentum. 

Let r={D[(Lla)]} be a unitary representation of 
d£ and let the operator corresponding to the infinitesi­
mal transformation (Lla) given by 

L= lID'vll, D'p= ol'p+w!'PgAP wl'P= -wPI', (2.5) 

one finds that the two operators C1 and C2 commute 
with the 10 operators P A, JI'" These two operators are 
called Casimir operators and in a rep must be scalar 
operators. Thus in r m., C1=m2, C2=m2s(s+ 1) ; and in 
r.(±), C1=C2=0. If one lets 

(2.12) 

(2.13) 

then one can distinguish the massless reps by the fact 
that 

wA==Fis PA in r.<±). 

The Bargmann-Wigner construction of r m •• is as fol­
lows. Let p>. be any set of four real numbers satisfy­
ing pXpx=-m2 (m fixed) and pO~O; and let I/;(px) be 
any solution of the equation 

('Y>'px-im) =0, po>O, (2.14) 

where the 'Y's are 4X 4 Dirac matrices satisfying 

(2.1S) 

Then the carrier (or representation) space Hm.t for 
r m.! is the set of all solutions I/;(PA) of (2.14) with a 
finite norm, defined by 

(2.16) 

where {3 = i'Y° and pb + ( I P 12+m2) t. The carrier space 
Hm .• for s>t is12 defined as the symmetric subspace of 
the 2sth Kronecker power with respect to spin indices 
of Hm .! with norm defined by 

f 
d(3)p 

111/;11 2= 1/;+{31{32" '{3281/; , (2.17) 
I (lpI2+m2)!1 

and infinitesimal aJ.l be 
where {3j=I®I®· ··®I®{3®I®···®I, I is the 4X4 
unit matrix, and {3 is in the jth position. The inner 

(2.6) product is defined by the equation 

The 10 operators PA, JI'P satisfy the commutation 
relations 

[P>.,J I'p]-= igxpP 1'- igxl'P P 

[J KX,JI'P]-= igKl'hp+igxpJ KI' - ig • .J Xl'- igx,J <p. 

Consequently, if one lets 

C1=-pxPx 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

8 M. Jacob and G. C. Wick, Ann. Physics 7, 404 (1959). 
9We put lI=c=l, -goO=gU=g22=gaa=1. Latin indices run 

from 1 to 3, Greek indices from 0 to 3. * means complex conjugate, 
and t means adjoint or Hermitian conjugate. 

10 The proper orthochronous inhomogeneous Lorentz group will 
subsequently be referred to as d£. 

11 Irreducible unitary representations will subsequently be 
called reps. 

(¢ I 1/;)= -if 1I1/;-¢1I2-1I1/;+¢1I2 

+illl/;-i¢IIL ilil/;- +i¢1I2} 

The operators Px and JI'P are defined in Hm .• by 

Pxl/;(P)=PAI/;(P) (2.19) 

Jl'p=Ml'p+S!,v (2.20) 

MI'P= -i{[p,,(ajar)]-[pp(ajapl')]p3 (2.21) 

i 2. 

S!'p= -- :E ['Yn!','Ynp]-. (2.22) 
4 a-I 

12 For s=O there is no equation and the wave function I{; has a 
single component. 

13 To calculate MJ.lPI{;, express'" as a function of P~, P., and one 
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The construction of r/±l is the same, except that m=O 
and that if; must satisfy the additional condition 

'Yn"l/;=±if; for r.(±l, 
where 

(2.23) 

(2.24) 

The spinless representation is obtained from r mO by 
putting m=O. 

The following properties of representations of f1£ 
will be useful in the subsequent development: 

(1) [Px,SI'.J-=O, [MKA,S".J-=O. (2.25) 

(2) For m¢O the eigenmanifold of P belonging to a 
given eigenvalue is (2s+ 1)-dimensional. 

If p/¢O, a basis can be chosen to be eigenvectors of 
the operator p-lS·p (where P= I PI): 

(10) Let.1".. be the representation of R(3) obtained 
by restricting r m. to R(3) and operating on the rest 
manifold. Then .1m.=.1., where .1. is the rep16 of R(3) 
belonging to spin S.16 

III. REDUCTION BY IDEMPOTENTS 

One of the most common methods of reducing group 
representations is the idempotent method,17 so called 
because of the use of idempotent operators. Actually 
there are two idempotent methods, one of which uses 
characters and the second of which uses matrix ele­
ments. The second method will be employed later in 
this article and will be described briefly here as it 
applies to R(3). 

The invariant group integral will be assumed to be 
normalized so that the orthogonality relations become 

S·p 
-[ p' ,A) = A [ pi ,A) 

p 
(2.26) f dRDmm,(il (R)Dm"m,,,(kl (R-1) 

A= -s, -s+1, "', s. 

A is called the helicity. 
(3) For m=O an eigenmanifold of Pis 1-dimensional, 

and 
S·p 
-[ PI,A)=A I P',A), 

P 

where A=±S for r.(±l. 

(2.27) 

(4) The vectors IP',A) form a basis of the carrier 
space. 

(5) The operator representing a rotation specified by 
the Euler angles a, (3, 'Y is given by 

(6) [J,P-IS·PJ_=O, 
so 

(2.28) 

(2.29) 

(2.30) 

Consequently, if IX) is any eigenvector of p-IS· P, 
p-1S·Plx)=xIX), then P-lS·PRIX)=XRIA). 

(7) e-i"J~Pzei7tJu= -Pz (2.31) 

(8) In r m. and r. (±l 
e2>:iJy= (_1)28. (2.32) 

(9) In any representation the eigenmanifold of P 
belonging to eigenvalue 0 is invariant under rotations. 
This manifold therefore generates a unitary repre­
sentation of the three dimensional rotation group R(3). 
Such manifolds (for which pI = 0) will be referred to as 
rest manifolds. 

other p component; then differentiate keeping the third p con­
stant. Thus, to calculate MOl'" one can express'" as "'(PO,PI,P2) or 
as '" (po,PI,Pa). 

ILylI14 =I®I® .. ·®IQ!lYl4®I®· "®l, where 'Y. is a 4X4 Dirac 
matrix, and is in the nth position. 

where Dmm(il(R) is the mm'-th matrix element of the 
matrix representing the rotation R in the (2j+1)­
dimensional rep .1; of R(3). 

Let .1 be an arbitrary unitary representation of R(3), 
and let R denote the unitary operator representing the 
rotation R in .1. Then with the aid of the orthogonality 
relations (3.1) and the invariance of the group integral 
it can be easily shown that the operators 

2'+1 
tmm.<il =-J-fdRDmm,(i) (R)*R (3.2) 

811'2 

satisfy the relations 

t mm' (ilt = t m'm (iJ • 

From (3.3) one sees that 

tm'm (iJt mm (jl = tm'm <il 

t mm' (ilt m'm" (il = t mm" (jl 

tmm<il'=tmm(iJ, 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

and from (3.7) one sees that the operators t"",,(;l are 
idempotent. 

Now let Ull U2, •. " U2i+ 1 be any set of 2j+ 1 vectors 
in the carrier space of .1. Again by invariance and or­
thogonality it can be shown that these vectors form a 

15 r will denote representations of 11£ and .0. representations of 
R(3). 

16 For a proof see the Appendix. 
17 Cf. E. P. Wigner, Group Theory (Academic Press, Inc., New 

York, 1959), pp. 113, 114, 118; and J. S. Lomont, Applications of 
Finite Groups (Academic Press, Inc., New York, 1959), p. 75. 
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basis for the irreducible component !!J.j of !!J., i.e., 

2j+1 

Rum= L Dm'mW(R)um, (m=l,"', 2j+1), (3.8) 
m'=1 

if and only if 

tm'm(i)Um'=Urn (m,m'=l,"', 2j+l). (3.9) 

Finally, by using the preceding results one can easily 
show that if v is any vector in the carrier space of !!J. 
then the set of vectors 

Um=tmmo (j) v (mo fixed) (3.10) 

(m=l, "', 2j+1) 

is a basis for the irreducible component !!J. j of !!J. or is a 
set of zero vectors; i.e., these Urn's satisfy (3.8). The 
14,.'s so constructed will be the zero vector if !!J.j is not 
a component of !!J.. 

This completes the description of the idempotent 
method. However, there is another relation involving 
the t's which will be required later and was in effect 
derived by Jacob and Wick. I8 The relation is 

(3.11) 

where J y belongs to the representation !!J. of R(3). 
The representations of R(3) to which this theory 

will be applied are infinite-dimensional, but it was 
shown by Wignerl9 that even infinite-dimensional repre­
sentations of compact groups can be expressed uniquely 
as direct sums of finite-dimensional reps. 

IV. REDUCTION OF THE LORENTZ GROUP 
PROBLEM TO A ROTATION 

GROUP PROBLEM 

In this section, product representations of the forms 

r m18.®rm,." r •• (±)®r •• (±), and rm.,.®r./±) 

will be partially reduced. The remaining reduction will 
involv~ only the reduction of representations of R(3), 
and will be performed in the next section by the idem­
potent method. 

The infinitesimal operators of a product representa­
tion rare 

Px=PA(1)+PA(2) (4.1) 

(4.2) 

where the superscripts 1 and 2 label the reps in the 
product. Consequently, the first Casimir operator is 

C1=-PAPA 
= - P(!)A PI. (2)1. PI. (2) - 2P(!)X PI. (2) 
= C

1 
(I)+C

1 
(2) _ 2P(I)AP).. (2) 

= mI2+m22- 2P(I» .. PI. (2), 

where either or both ml and m2 may be zero. 

18 See footnote reference 8, p. 417. 

(4.3) 

19 E. Wigner, Ann. Math. 40,149 (1939); see also A. Hurevitsch, 
Rec. Math. N. S. 13, 79 (1943). 

The first question to be answered in this section is: 
"What are the possible eigenvalues of C I?" Corre­
sponding to each irreducible component of r there will 
be an eigenvalue m2 of C I, and in the rest manifold20 

(P'=O) of such a component (4.3) and (4.1) become 

C I =P02 (4.4) 
po= P(1)o+ P(Z)O 

= (P(I)2+mI2)t+ (P(2)2+ m22)!, 

and since P(!)= _P(2) and PO=m, 

m= (P(!)2+mI2)!+ (P(02+m22)!. (4.5) 

Since the eigenvalues of p(i)2 vary from 0 to 00 if 
mi~O, it follows that, in that case, 

(4.6) 

Since. m can assume all values in a continuous range, 
and SInce m labels (partially) the irreducible components 
of r, one sees that a direct integral rather than a direct 
sum should be used in the decomposition of r. 

The case in which ml=O (or m2=O) requires special 
attention because p(I)' (or P(2)') cannot be zero (i.e., 
have a zero eigenvalue). Thus it would appear that m 
could not assume the value ml+m2. Suppose first that 
ml=m2=0. Then there is no manifold in which PI' 
= P2' =0, but it is possible for PI. (I)' to be a constant 
times P X(2)'. In that case m=O. Second, consider the 
case ml=O, m2~O. Then in order for m to be m2 the 
co?dition -m22=Pp-'P/ must be satisfied, or (dropping 
prImes) 

P(o. P(2)_1 P(l) I (I P(2) 12+m22)t=O 

or, letting P(l)· P(2) = I P(!) II P(2) I cosO, 

cosO= (IP(Z) 12+m22)t/1 P(2) I> 1. 

Hence in this case m~m2. 
The treatment of the exceptional case m=O will be 
deferred until a later section. 

Corresponding to a given nonzero eigenvalue m2 of 
CI, there may be several component reps rm.J of r. 
Let !!J.(m) be the representation of R(3) obtained by 
restricting r to R(3), and in turn restricting this repre­
sentation of R(3) to the sub manifold of the rest mani­
fold on which C1 =m2• Then according to property (10) 
of Sec. 2, each component rep r m, J of r when restricted 
in the foregoing way becomes !!J.J. Thus, by reducing the 
representation !!J.(m) of R(3), one can find the spin 
values of the component reps r m.J together with the 
multiplicity of each r m,J. The problem is now reduced 
to the rotation group problem of reducing !!J.(m). 

V. SOLUTION OF THE ROTATION GROUP 
PROBLEM: REDUCTION OF 4,{m) 

The representation !!J.(m) of R(3) will be reduced by 
applying the idempotent method of Sec. 3. The !!J. of 

20 There is no rest manifold if m = O. 
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that section is now A(m), and the rotation operator R 
is now a rotation operator in A(m). To begin with some 
notation will be needed. Let II P.' I ;1\) be a vector in 
the carrier space of a rep with positive z component of 
momentum \ P.' \ , and helicity X. If the rep has nonzero 
mass then IP.'I =0 is also allowed. To specify the 
vector completely its normalization and phase must be 
given, but here it will be sufficient to assume that one 
vector has been selected corresponding to each I P z' I , 
X-pair. If we let 

1-\ Pz' I ,X) = (_1)s-Xe-i1rJy liP.' I,X) (5.1) 

we see from property (7) of Sec. 3 that 

Pzl-IP/1 ,X) = -iP/II-IP.'1 ,X) 

and from (2.29) that 

(5.2) 

where f is a function of the indicated parameters and 
the mass. This is derived as follows: 

(J,M; X1,X2 \J',M'; X1',A2') 
= (P/(m) ; Al,A2IfM .... (J)tLIIf' .>.,eJ'lIP.'(m); Al',A2') 
= (P.'(m) ; AI,X2IrA,M(J)fM' ,)..,e J ') I Pz'(m); X/,X2') 

=OJJ'OMM'(P/ (m); A,l,A21 fu .. (J) I P.'(m); ).1',X2'). 
(5.12) 

Since I P(i) 1-IS(i), peo commutes with fx,x,(J) it fol­
lows that 

(P/ (m); Al,A21 rA.>.,(J) I Po' (m); Xl',A2') 
=OAIAl'OA2A2'(P/ (m); Al,A21 fAA (J) I Po' (m); AI,).2). (5.13) 

Hence 

p-lS· PI-IP.'I ,A)=Ai -IP.'i ,X). 

Finally, let 

(5.3) (I,M; Al,A21 J',M'; AI' ,X2') = OJ J'OjIJM'OAIAI'ch2;\2' 
X(P.'(m); AI,A2\f>...>. (J) IP/(m) j XI,A,.). (5.14) 

IP.'; Al,X2)= II P/ I ,Al)® I-IP.' \ ,X2), (5.4) 

where the two vectors whose product is taken lie in 
the carrier spaces of the two reps whose product is 
taken. The product vector IPz',Al,A2) is thus in the 
carrier space of the product representation. Further­
more, it lies in the rest manifold 

PIP.'; AI,A2)=0. (5.5) 

The vectors I P.' ; AI,A2) for which 

\P.'I = (2m)-I[(m+ml+m2)(m+ml-m2) 
X (m-ml+m2)(m-ml-m2)]t (5.6) 

lie in the submanifold belonging to mass m, and will be 
denoted by 

IP/(m)jXI ,A2). 

The idempotent method can now be applied to the re­
duction of A(m) by defining the vectors 

IJ,M; AI,A2)=fM.X eJ) \ P.' (m); Xl,A2), (5.7) 

where A=Al-},2, and M can assume the values J, J 71, 
J-2, "', -J. In order for fM.J\(J) to be defined, it is 
necessary that 

and also that 
(5.8) 

(5.9) 

Subject to the foregoing restriction (5.9), J can as­
sume any half-integral value from 0 to co. Since 
I P(!) 1-1S(1)· pel) and I P(2) 1-1S(2). P(2) commute with 

R, they also commute with r M.X (J). Hence 

I PH) 1-1S(i)· PH) I J,M; X1,A2) = Ail J,M; },1,},2). (5.10) 

It is now easy to demonstrate the orthogonality of 
the newly defined vectors, i.e., 

{J,M; },1,},21 J',M' ; )..1',)..2') 

=OJ J,OMM'OAIA1'OJ\2A2'f(J,Xl,A2), (5.11) 

Jacob and WickS have shown that for}, and J values 
subject to the restrictions (5.8) and (5.9), 

(J,M; Al,A2IJ,M; Al,A2>~0. (5.15) 

Also, they have shown that the vectors I J ,M ; },1,},2) 
form a complete set in the carrier space of A(m). 

Hence, the possible J values are all nonnegative half­
integers satisfying (5.9), and the multiplicity of each J 
value is equal to the number of {At,A2)-values satisfying 
(5.8). Thus, for J2::S1+S2 and consistent with (5.9) 
the multiplicity CJ of J is 

CJ= (2s1+ 1)(2s2+ 1) if ml~O, m2~0 

= 1 if ml=m2=0 
=2s1+1 if ml~O, m2=O. (5.16) 

It should be observed that the decomposition of A(m) 
is independent of m. Some examples are now given: 

(1) Sl=S2=j, ml~O, m2~0 

A(m)=2Ao+4Al+4A2+" . 

(2) SI=S2=j, ml=m2=0, Xl=A2=! 
A(m)=Ao+Al+A2+" . 

(3) Sl=S2=j, ml=m2=0, Xl= -},2=! 
A(m) =A1+A2+A3+' .. 

(4) S1=S2=j, ml~m2=0, },2=±! 
A(m)=Ao+2Al+2A2+" . 

(5) SI=j, S2= 1, ml~O, m2;:060 
A(m) =4At+6AI+6At+· ". 

VI. SYMMETRIZED KRONECKER. POWER.S 

Suppose V = U® U is the Kronecker product of a 
space U with itself, and let I v)= 11)® 12) be any product 
vector in V. Then a linear, Hermitian operator P12 in 
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V is defined by the equation 

P 12 1 v)= 12)® 11). (6.1) 
Obviously, 

(6.2) 

so V is the direct sum of the two eigenmanifolds of P 12 
belonging to eigenvalues + 1 and - 1. These are the 
symmetric and antisymmetric subspaces of V. 

Consider now the case in which U is the carrier space 
of a rep of £1£. It is easily seen that P 12 commutes with 
the 10 operators P" and K"., and hence that the sym­
metric and antisymmetric subspaces are invariant under 
the product representation. Consequently, the sym­
metric and antisymmetric subspaces generate repre­
sentations, and these are called the symmetrized and 
antisymmetrized squares of the rep. Higher sym­
metrized powers can also be constructed. 

The reduction argument for the symmetrized square 
proceeds as for the ordinary square until the decom­
position of the representation A(m) of R(3). Since A(m) 
is now defined in the symmetric subspace the repre­
sentation will now be designated by (·)A(m). A basis 
for (')A(m) can be found by simply projecting a basis 
for A(m) into the symmetric subspace. Such a pro­
jection operator is 

(6.3) 

Thus, to find the effect of (J> on a basis vector one need 
only know the effect of P 12• This can be found as fol­
lows. If we use (5.7), (5.4), (5.1), (3.11), and property 
(8) of Sec. 3, we have 

P 121 J ,M j }.1,}.2) 

=P1'1!M.A(J) IP.' j }.1,}..2) 
=S"M.A(J)P12 I P.' j }\l,}.2) 

=S"MA(J) I-I P.'(m) I ,}.2)® II P.'(m) 1,}.11 
= (-l)AS"M.A (J)e- iJy(l)e i"J,(2) I Po' (m) j }.2,}.1) 

= (-1)A-2'S"M.A (J)eirJ, I Po' (m) j }.2,}.1) 
= (-1)J-2·S"M._A (J) I Po' (m) j }.2,}.1) 

= ( -1)J-28
1 J,M j }.2,}.1), (6.4) 

which is Eq. (46) of Jacob and Wick. 8 Thus 

I J,M j }.1,}.2)(,)= (J> I J,M j }.1,}.2) 
=! IJ,M j }.1,}.2)+ (_1)J-28

1 J,M j }.2A11. (6.5) 

Since J is an integer by (5.9), one has 

I J,M; }.1,}.2)(.) = (-1)J-2s I J,M; }.1,-1)(s)' (6.6) 

Consequently, if J - 2s is odd, I J,M j }.'}.)(8) = O. Thus, 
the multiplicity CJ of AJ for J sufficiently large is 

CJ= (s+ 1)(2s+ 1) if m:;eO, J-2s even 
=s(2s+1) if m:;eO, J - 2s odd 
=1 if m=O, J-2s even 
=0 if m=O, J-2s odd. 

Examples: 

(1) s=!, m:;eO, 2s= 1 
(')A(m)= 3A1+A2+3Aa+A,+ . " 

(2) s=!, m=O, 2s= 1 
(8)A(m)=A1+Aa+A6+" '. 

VII. m=O 

The representation of £1 £ generated by the manifold 
on which G1=0 will now be reduced. It will be recalled 
that m=O implies m1=m2=0. 

Since P,,(l) and P.(2) commute, they are simultane­
ously diagonalizable. Furthermore, on the manifold on 
which m=O the eigenvalues belonging to a single eigen­
vector must be related by a proportionality factor 

(7.1) 

where a is a real, positive constant, Thus, the m=O 
manifold is spanned by vectors of the form 

IP,,(I)',Al)® I aP/l) ',}.2). (7.2) 

Let fir .. be the manifold spanned by all vectors of the 
form (7.2) with fixed a, and let 

0,,(a)=p ,,(2) -aP ,,(I). (7.3) 

Then mt .. is the eigenmanifold of 0,,(") belonging to 
eigenvalue zero. Since 

[ 0/a),P.J_=0 (7.4) 

(7.5) 

it follows that fir .. is invariant under £1£. Hence fir" 
generates a representation of d £. ' 

It will now be shown that the representation gen­
erated by fir .. is irreducible. It will be shown that an 
operator A on mt .. which commutes with the P" and J ". 
must be a scalar operator. Since P,. is a complete com­
muting set in fir .. , A=A(P). If D(L) represents the 
homogeneous transformation L, then [)-1(L)P"D(L) 
=L".P·. Hence, 

(7.6) 

Since, on the other hand, D(L) commutes with A, it 
follows that 

(7.7) 

for all values of P" in fir". Since P,,= (1+a)P,,(I), it 
follows that 

A «l+a)V.p(1)·)=A «l+a)P(I),,), (7.8) 

where P(l)' can assume any real, nonzero value, and 
Po(l)' = 1-pel)' I. Thus 

A (V.P(l)'·)=A (P(l) '''). (7.9) 

Hence A is a constant. 
The rep generated by mt" will now be determined. For 
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brevity, let II/t)= IP(ll'h)® laP(ll',A2). Then 

p-lS·PII/t) 
=P-l(S(I)+ S(2l). (P(l)+ P(2l) II/t) 
= 1 P(1)'+aP(l)'I-l(S(ll+S(2». (P(l)', +aP(l)'III/t) 
=P(l)'-I(S(I)+ S(2». P(l)' II/t) 
= P(W-I(S(I). P(l)' +a-IS(2) 'aP(I)' II f) 
=P(I)'-I(S(I). P(l)+a-IS(2). P(2» II/t) 
= P(l)'-I(AIP(l)' +a-l}.~p(l)') I I/t) 

= (Al+A2) II/t). (7.10) 

Hence ~ .. generates the rep 

r[(),IH2l!(\),IH2\ )] 

\),1+),2\ 

for each a, independent of a. 
Since the m=O manifold is the direct sum (or in­

tegral) of all ~ .. 's, it follows that the representation of 
g£ generated by the m=O manifold consists of the 
direct sum (or integral) of an uncountably infinite 
number of reps 

r[(),IH2)!(JAIH2\l] 

\),1+),~\ 

with one for each real positive number a. 
The case m=O arises in the products r81(±)®f82(±), 

but it also arises in the symmetrized products 
T.<±l.&.f,(±). The m=O manifold arising in the f.(±) 
.&.f. (±) problem is just the symmetric subspace of the 
m=O manifold in the f,(±)®f,(±) problem. The mani­
folds ~ .. , however, are neither symmetric nor anti­
symmetric. Let :n .. be the manifold spanned by vectors 
of the form 

laPI'(2)',Al)® IP(2l ',A2). 

:na is invariant and generates 

r[(AIH2l!(\AIH2\l]. 
\),1+),,1 

The manifold M ",=~aEB:na is easily seen to be invari­
ant under P12• The symmetric and antisymmetric sub­
spaces of M a again generate 

r[(Al+),2)f(\AIH2\ )]. 
\),,+),21 

Hence "half" of the component reps of the m=O com­
ponent of f,<±)®f'<±) belong to the m=O component 
of f.(±).&.f.(±l. 
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APPENDIX 

It will be shown here that the group of rotation opera­
tors belonging to f m.' yields the representation A. of 
R(3) when applied to the rest manifold. 

First the case s=! will be treated. The vectors in 
the rest manifold satisfy 

PI/t(p)=O, 

and since P",(p)=pe/t(p), it follows that 

pe/t(p) =0. 
Hence 

(A-i) 

(A-2) 

(A-3) 

where <p is independent of p. The wave equation (2.14) 
applied to the I/t(p) of (A-3) becomes 

(A-4) 

There are two linearly independent solutions of (A-4) , 
and since [S.,13J=O, they can be chosen to be eigen­
vectors of S •. They are the spin up and spin down solu­
tion <p±. By applying S", and S" to <P± one finds that 
they generate Ai' Since 8(3) (p) is invariant under a 
rotation the rest manifold of r m.l generates Ai. 

For higher spins (s>!) Eq. (A-3) is still valid. A set 
of basis <p's is now 

(A-S) 
p 

4>-_ ... _-= <P-®<P-® .•. ®<P-®<P-, 

where P permutes the suffixes, and the sum is over all 
permutations. The number of basis vectors is 2s+ 1, and 
the representation of S generated by them is the 2sth 
symmetrized Kronecker power of Ai' Since this is A. 
the desired result is established. 
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In the framework of the classical ensemble theory a theorem is proved which is sufficient to justify the 
classical statistical mechanics. 

Our result can be stated as follows. Let us consider a fixed and otherwise arbitrary subdivision in cells 
I. (,,=1,2, "', N) of the energy shell I of an isolated dynamical system: Having introduced a suitable 
definition of functional average, we prove that for "almost all" the initial Liouville density functions 
p(P',q'j 0) we have 

;~ ~.rdt{[£/(p',q'jt)dP'dq'-~ J}=o, 
where IT. and IT are the measures of I. and I, respectively. The unitarity of the Koopman-von Neumann 
time-evolution operator is the only dynamical property needed to establish this theorem. On the basis of our 
result, it can be shown that systems with very many degrees of freedom satisfy the laws of statistical 
mechanics. 

1. 

T HE justification of the classical statistical me­
chanics is usually based, in the ensemble theory 

approach, on the second mixing theorem of Hopf.1 This 
theorem can be stated as follows: If (and only if) the 
dynamical system is metrically transitive in the direct 
sum space };=r®r (where r is the phase-space of the 
system) we have 

M {[i. p(C,t)dp'dq' - : r} =0, (1) 

where M denotes time averaging 

lim (l/T)i
T 

dt(···), 
T->oo o 

p(e,t) is any positive definite function of the points 
C= (p',q') of r, I. is any region of the energy shell I, CT. 
and u are the measures of I. and I, respectively, i.e., 
-hp dp'dq'=CTv ; ~ dp'dq'=CT. In other words, this ergodic 
theorem states that for any p(C,O) the time evolution is 
such that p(C,t) is nearly always practically uniform in 
the energy shell. 

As it is well known, it has not yet been possible to 
ascertain which dynamical systems are metrically transi­
tive. In order to avoid this difficulty we have reexamined 
the problem and we have given a theorem, the validity 
of which does not depend on any ergodicity condition 
like metric transitivity. This theorem is sufficient to 
justify statistical mechanics. It can be considered, from 

* Now at the Istituto di Scienze Fisiche dell'Universita, 
Milano, Italy. 

1 E. Hopf, Ergodentheorie (Springer-Verlag, Berlin, Germany, 
1937), p. 37, 

a methodological point of view, on the one hand as the 
classical analog of a quantum theorem recently giyen,2 
and on the other hand, as the counterpart in the en­
semble theory of the theorem of Khinchin, Truesdell 
and Morgenstern.3 

II. 

The Koopman-von Neumann's formulation of clas­
sical dynamics in Hilbert space4 is the proper tool for 
dealing with our problem. Since this formulation is not 
generally known to physicists, we have briefly sketched 
it in the Appendix. 

Let p(p',q'; t) be the Liouville function of any sta­
tistical ensemble representing an isolated system with 
given energy. If we put with a notation d la. Dirac: 

/p(t»= f p(p',q'; t) / p') / q')dP'dq', (2) 

the equation of motion in the classical Schroedinger 
picture can be written 

/ p(t»= U(t,O) /p(O», (3) 

where U(t,O) denotes the (unitary) time-evolution 
operator. 

Let us now consider an arbitrary subdivision of the 
energy shell I in phase-cells!. (v= 1, 2, .. " N) and let 
us call CP.(p',q') the characteristic function of the vth 
cell, i.e., the function which is equal to one when 

2 P. Bocchieri and A. Loinger, Phys. Rev. 114, 948 (1959); 
G. M. Prosperi and A. Scotti, Nuovo cimento 13, 1007 (1959). 

3 A. 1. Khinchin, Mathematical Fountiati.ons of Statistical Me­
chanics (Dover Publications, New York, 1949), Sec. 13; C. 
Truesdell and D. Morgenstern, Ergeb. exak. Naturw. 13, 286 
(1958). 

• B. O. Koopman, Proc. Natl. Acad. Sci. U. S. 17, 315 (1931); 
J. von Neumann, Ann. Math. 33, 587 (1932). 

244 



                                                                                                                                    

NEW THE 0 REM I NTH EeL ASS I CAL ENS E M B LET H E 0 R Y 245 

the point (p' ,q') belongs to I v and to zero otherwise. The 
corresponding vector I cp,) (which we will call the 
characteristic vector of I v) is the standard ket of the 
orthogonal basis Ip')lq')= Ip',q') whose labels p', q' 
belong to I,. We have 

(cp, I cp,)= i CPv2(p',q')dp'dq' =er,; (4) 

(CPIII cp,)=O; (f.L,ev). (5) 

Consequently, the probability P,(t) of finding a system 
of the ensemble in the cell I, at time t can be written 

P,(t) = i p(p',q'; t)dp'dq' = (cp, I p(t» 
I, 

=(cp,1 U(t,O)lp(O». (6) 

Let us now call SB an averaging operation on the initial 
kets Ip(O» which gives the same weight to all the pos­
sible Ip(O»'s. If M denotes time averaging, we shall 
have 

5SMP,(t)=5SM(cp. I U(t,O) Ip(O) 
= {M(cp.(t) I }(SB Ip(O)}, (7) 

where (cp.(t) I =(cp.1 U(t,O). The averaging SB must be 
performed taking into accou~t the following subsidiary 
condition [normalization of the function p (p' ,q' ; t)] : 

(8) 

where (cp I is the characteristic bra of the energy shell 

N 

(cpl =L,(cp,l; (cpl rp)=er. (9) 
1 

In order to perform the operation 5S, we shall 
subdivide all the possible I p(O»'s in classes in such a 
way that every class contains the Ip(O»'s having the 
same Hilbert norm, and we shall perform first the 
averaging within every class. Let us consider a certain 
class C'. Since the vectors Ip(O» belonging to C' form 
the "lateral surface" of the "rotation cone" the axis of 
which has the same direction as I rp), we have, if 5S' 
denotes the averaging within C' : 

(10) 

where a' is a number; but a' does not depend on the 
chosen class: in fact, averaging relation (8) we obtain 

from which, 

and therefore: 
a'= 1/er; 

SS'lp(O»= (l/er) I rp), 

SBlp(O»= (1/er) I rp). 

(11) 

(10') 

(12) 

By substituting into Eq. (7) we finally obtain 

5SMPv(t) = {M( rp,(t)}{5S I p(O»} 
= {M(rp,(t) I} (l/er) I rp) 
= (1/er){M(rp,1 U(t,O)} I rp) 

= l/er(cp, 1 rp)=er,ler, (13) 

where use has been made of the evident relation 
U (t,O) I rp)= I rp). 

We notice that result (13) has been reached by using 
only the linearity and symmetry properties of the 
operation SB. The last property is the natural gener­
alization of that symmetry property, which, as it will be ' 
apparent later, is an obvious consequence of the 
equiprobability of all the possible I p(O»'s. 

III. 

It is now necessary, in view of further developments, 
to give a more- precise definition of the operation 5S, of 
which we have employed till now only some formal 
properties. 

To this end, let us subdivide every cell I, into ker, 
subcells I,; (v= 1, 2, "', N; j= 1, 2, "', ku,) of equal 
measure. Consequently, the energy shell I will be 
subdivided into 

N 

ker=k L, er, 
1 

subcells each of measure 11k. If we put p(p',q'; 0) 
=e(p',q'), we will then obtain 

Ip(o»=f, i e(p',q')lp',q')dp'dq' 
1 I, 

= f,~; f e(p',q') I p',q')dp'dq'. (14) 
1 1 I,; 

We shall now have approximately 

N kcr" 

= L, L; e,;1 rpvi), (15) 
1 1 

where the I rp.;) are the characteristic vectors of the sub­
cells Ipj and ev; is the average of e(p',q') within I,;. The 
approximation made becomes obviously better and 
better as the number of the subcells I'i increases, i.e., as 
the number k gets larger and larger. We obtain 

MPv(t) = M( rp, I p(t»= M( rpv(t) I p(O» 

N kUII' 

~M L,' Li' e,' 1'( rp,(t) I rp,' 1') 
1 1 

N kuy' 

= Lv' Li' c"1'M(rp,(t) I rp"i')' (16) 
1 
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Since the vectors Ip(O» are now, in this approximation, 
vectors of a space with a finite number ku of dimensions, 
the operation m (which, to denote the approximation 
made, will be called m k) is an averaging on the com­
ponents C.h perfectly defined by the condition that all 
the possible Ip(O»'s have the same weight. From Eq. 
(8) we obtain immediately the subsidiary condition to 
be satisfied by the components C.j: 

N ka,,' 

1=(<plp(0»=Lv,.' Lj'(<p.1 <Pv'i')Cv'j' 
1 1 

1 N ku. 

=- Lv Li Cvi' (17) 
k 1 1 

mk-averaging formula (16) under condition (17), we 
obtain 

N kup' 

mkMP.(t) = L., Lj' mk(C., j')M( <Pv(t) I <p.' j'), (18) 
1 

from which result (13) follows immediately, for every 
value of k. 

Therefore, we may conclude this section remarking 
that the prescription 

>B( ... )=lim[>Bk(' .. hJ k ___ 

represents a physically reasonable and mathematically 
precise definition of the functional averaging in question. 
We notice, however, that this procedure does not allow 
one to conclude straightforwardly that a measure in the 
functional space is associated with the averaging defined 
in this way. A priori a certain amount of caution is 
suggested by the well-known fact that the limit of a 
measure is not necessarily a measure.6 This point will be 
the object of further investigation. 

IV. 

Weare going now to prove a relation of the following 
kind: 

mM{[p.(t)- (u.ju)]}«uNu2. 

Taking into account result (13), one has to prove that 

>BMP.2(t)- (u/ju2)«u,2/u2. (19) 
But 

N ka~,k(Tp' 

~LI"I" L},j'>Bk(Cl'iCI"i') 
1 1 

from which it follows, first of all, that m and M com­
mute. For sake of convenience we shall now replace the 

~ P. L~vy, Problemes Concrets d'Analyse Fonctionelle (Gauthier­
Villars Paris, France, 1951), p. 293. 

indices (p"j) by the unique index i= 1, 2, "', ku. We 
have then to evaluate the average 

mk(CiCi') 

under the subsidiary condition: 

n 

LiC;=k; (n=ku). 

(21) 

(22) 

Consider, in the real n-dimensional Euclidean space, 
the hypertetrahedron having vertices in the origin of the 
reference frame OCIC2' .. Cn and in the points in which the 
plane (22) intersects the axes of this frame. If T is the 
hypertriangle common to the hypertetrahedron and to 
the plane (22), we have evidently 

(23) 

where dT is the Euclidean measure of the surface 
element of T. Manifestly, 

(Volume of the hypertetrahedron) . n 

Height of the hypertetrahedron 

[(k/n)2+ ... (k/n)2J! (n-1)!' 
(24) 

\ I 

n 

It is clearly sufficient to evaluate the two typical 
averages >Bk(CI2) and mk(CtC2). We have 

where 

k n- 1 

=--; [cos(1 cp),cn)=n-t] 
(n-l) ! 

is the measure of the hypertriangle orthogonal projec­
tion of T on the plane cn=O. But 
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and consequently 

(25) 

Similarly, we find 

58 (CIC2) = k2/n(n+ 1). (26) 

Substituting in Eq. (20) one obtains 

N krT. 2k2 
}8MP.2(t)"'L .. LJ; ---

I 1 n(n+l) 
N ka. k2 

·M{[(",.(t)! ", .. J)]2}+LI' L;"i'--
1 1 n(n+l) 

·M{(",.(t)! ", .. ;)(",.(t)! ", .. p)} 

N h., hI" k2 

+ L ....... ' LM' ---
I 1 n(n+1) 

N ka.. k2 

=LI'L;---
1 I n(n+1) 

k
2 

(17'+17 2) 
n(n+1) k • 

u.(u.+l/k) u} 
---- -------+ - (27) 
u(u+l/k) (1<--+",) 172' 

We obtain, in conclusion, 

(28) 

from which it follows immediately 

(29) 

Equation (29) asserts that for any subdivision in cells I. 
(v= 1,2, .. " N) of the energy shell I, relations 

P.(t)=u./u; (v=1,2, .. ·,N) (30) 

are satis.fied at the overwhelming majority of the time 
instants t jor "almost all" the initial vectors Ip(O». 
Obviously, the set of the exceptional initial vectors for 
which relations (30) do not hold true depends both on 
the subdivision in cells and on the instant t. 

Result (30) is valid independently of the value of the 
number g of degrees of freedom. In this respect it differs 

from its quantum analogue, which is only asymptoti­
cally valid for large values of g. This is a consequence of 
the fact that the structure of the "concrete" functional 
space employed in this paper is different from that of the 
space of quantum theory. 

The only assumption essential to the validity of 
Eqs. (30) is the unitarity of the Koopman-von Neumann 
time evolution operator, i.e., the canonicity of the 
equations of motion. However, in order to justify 
statistical mechanics on the basis of Eqs. (30)-first of 
all in order to deduce the canonical distribution law­
the assumption that g is a very great number is needed, 
as one can see easily bearing in mind a well-known 
procedure. 6 

In conclusion, it has been possible to get rid of any 
hypothesis of metric transitivity by giving up the 
purpose of establishing an ergodic theorem valid for all 
the initial Liouville functions p(O). The result so ob­
tained, except for the necessary assumption of unitarity 
of the evolution operator, depends only on the geo­
metrical structure of the considered functional space. 
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APPENDIX 

Koopman-von Neumann's Formulation of 
Classical Mechanics in HUbert Space 

(i) Let .re be the Hilbert space of the Lebesgue­
measurable and square integrable functions of the points 
of the 2g-dimensional phase-space r and let ~D be its 
extension in the sense of Dirac. 

Let us consider in ~D a representation characterized 
by the eigenkets I p/) and I q/) corresponding to the 
numerical values p/ and q/ of the dynamical variables 
Pi and qJ (j = 1, 2, ... , g). The standard ket ) of this 
representation will obviously be given by the relation 

) = f f I p' ,q')dp' dq', (lA) 

where 
I p',g')== I p') I q'); 

dp'dq' == dPI'dp2'· .. dp u' dql' dq2' ... dq u'. 
The abstract vector corresponding to any dynamical 
variable f(p,q) can be written as follows: 

f(P,q)= J f f(P',q') I p',q')dp'dq'== I f). 

Let (p,q) -t (P,Q) be any canonical transformation and 
F(P,q) a function such that F(P,Q)== f(p,q). Then the 

6 See e.g. the book of Khinchin quoted in footnote reference 3, 
p.91. 
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Hilbert transformation U defined by the relation 

F(p,q»= I F)= U I f) (2A) 

is unitary, as follows immediately from the fact that the 
Jacobian of a canonical transformation is equal to ±1. 
If we perform a second canonical transformation 
(P,Q) - (1I'",x), we shall have I~)= VIF)= VUII), from 
which it can be concluded that the canonical trans­
formation group induces a group of unitary transforma­
tions in srD • One gets easily convinced that the algebraic 
relations and the reality properties are invariant under 
the group of the U transformations. 

To an infinitesimal canonical transformation charac­
terized by a parameter E and a generating function 
G(p,q) : 

of(p,q) = E{G(P,q),J(P,q)} =iE'J)[G(P,q)JI(P,q), (3A) 

where 

1 g (aG a aG a) 
'J)[G(p,q)J=-:- Lj - ---- , 

1 1 aqj apj apj aqj 
(4A) 

it will correspond a unitary transformation 

oll)=iEGIJ), (SA) 

where G is an Hermitean operator which coincides with 
'J)[ G], as it can be easily seen. 

(ii) Let us consider an isolated dynamical system the 
Hamiltonian of which is H(p,q). The generating opera­
tor of the unitary transformation induced by an infini­
tesimal time displacement t _ t+ol is the Hermitean 
operator 11~ Let 

f
+OO 

11= "AdE).. 
-00 

(6A) 

be its spectral decomposition, in the customary von 
Neumann notation. If U*(t,O) (*=Hermitean conju-

gate) is the time evolution operator of the vectors I f): 

I f(t» = U*(t,O) I 1(0), (7 A) 
we shall have 

+'" 
U*(t,O) = exp(i11t) = f exp(i"At)dE)... (8A) 

-oc 

To find the spectral decomposition of fl is equivalent to 
solve the canonical equations of motion. In fact, the 
equations 

p(t»= f+oo exp(tAt)dE)..p(O»; 
-00 

(9A) 

q(t»= f+oo exp(i"At)dE)..q(O» 
-00 

(lOA) 

are evidently equivalent to the Fourier expansions of the 
solutions of the Hamilton equations. 

(iii) The considerations developed in (ii) make refer­
ence to a (classical) Heisenberg picture. But it is also 
possible to keep the dynamical variables fixed and let 
the Liouville ket develop in time, obtaining in this way 
a Schroedinger picture. (Obviously, in the pure case the 
Liouville function will actually be a ° function of 
Dirac.)7 The equation of motion of the Liouville 
ket Ip(t» is 

I p(t»= U(t,O) Ip(O». (llA) 

(iv) Finally, we remember that also quantum theory 
can be developed according to a scheme analogous to the 
one sketched here for the classical theory. To this end, 
it is sufficient to consider a Hilbert space whose elements 
I a), 1(3), ... are the operators a, /3, '" of the con­
ventional formulation, to give a suitable definition of 
scalar product (one puts (a I.s> = Trace (a*{3», etc.s 

7 The possibility of considering different pictures in classical 
dynamics has been emphasized by U. Uhlhorn, Arkiv Fysik 11, 87 
(1956). 

8 See J. von Neumann, Ann. Math. 41, 94 (19W). 
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